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Abstract. The inverse problem in the calculus of variations for a given set of
second-order ordinary differential equations consists of deciding whether their so-
lutions are those of Euler–Lagrange equations and whether the Lagrangian, if it
exists, is unique. This paper discusses the exterior differential systems approach to
this problem. In particular, it proposes an algorithmic procedure towards the con-
struction of a certain differential ideal. The emphasis is not so much on obtaining
a complete set of integrability conditions for the problem, but rather on producing
a minimal set to expedite the differential ideal process.

1 Introduction: the inverse problem in the calculus

of variations

The inverse problem in the calculus of variations involves deciding whether for a given
system of second-order ordinary differential equations

ẍa = F a(t, xbẋb), a, b = 1, . . . , n
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a so-called multiplier matrix gab(t, x
c, ẋc) can be found, such that

gab(ẍ
b − F b) ≡ d

dt

(
∂L

∂ẋa

)
− ∂L

∂ẋa
,

for some Lagrangian function L(t, xb, ẋb), and to what extent such a multiplier, if it
exists, is unique. Necessary and sufficient conditions for the existence of a Lagrangian
are generally referred to as the Helmholtz conditions, but have been formulated in the
literature in a variety of different ways. When regarded as conditions which a non-singular
multiplier must satisfy, a concise description of the Helmholtz conditions was derived by
Douglas [6] and later re-cast in the following form by Sarlet [14]:

gab = gba, Γ(gab) = gacΓ
c
b + gbcΓ

c
a, gacΦ

c
b = gbcΦ

c
a,

∂gab

∂ẋc
=

∂gac

∂ẋb
, (1)

where

Γa
b := −1

2

∂F a

∂ẋb
, Φa

b := −∂F a

∂xb
− Γc

bΓ
a
c − Γ(Γa

b ),

and where

Γ :=
∂

∂t
+ ẋa ∂

∂xa
+ F a ∂

∂ẋa
.

Douglas solved this problem for n = 2 in the sense that he exhaustively classified all sec-
ond order ODEs according to the existence and multiplicity of solutions of the Helmholtz
conditions. He did this essentially via the Jordan normal forms of the matrix Φa

b . The cor-
responding solution for n = 3 remains unavailable although various subcases for arbitrary
n have been elaborated [5, 15]. Our principal purpose in this paper is to explore one of
the key aspects in the analysis of the inverse problem using Exterior Differential Systems
theory (EDS). The general structure of the EDS approach was set out in Anderson and
Thompson [2] although these authors only examined the case of arbitrary n when Φ is
a multiple of the identity. As we will demonstrate progress using EDS almost certainly
relies on explicit use of the Jordan normal forms of Φ. This is the approach taken in the
thesis [1].The aspect that we will examine in detail is the so-called differential ideal step,
in which there is an algorithmic search for the largest submodule of a certain module of
2-forms generating a differential ideal. We will explore the relation of this step to the hi-
erarchies of integrability conditions for the Helmholtz conditions known in the literature.
Importantly we will expose the details of this step in the case where Φ is diagonalisable
with distinct eigenfunctions. We give a non-trivial, 3-dimensional example of the step and
the way in which it leads directly to a solution of the Helmholtz conditions. A subsequent
paper will deal with the remaining steps in the EDS process and we will give a complete
solution of a whole class of equations in the sense of Douglas.

We now outline the geometrical framework upon which progress over the last two or three
decades has depended. In geometric terms, Γ is a second-order vector field (SODE) on the
first-jet extension J1E of a bundle E → R. For all practical purposes, E can be identified
(choosing a ‘trivialization’) with a product manifold R ×M , and then J1E ≡ R × TM .
We shall denote adapted coordinates on R × TM by (t, xa, ua) from now on, and use π
for the projection R× TM → R×M .
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Every SODE equips R× TM with a (non-linear) connection, the connection coefficients
being the functions Γa

b just introduced. As a result, an adapted local frame for decompos-
ing arbitrary vector fields on R× TM into their ‘horizontal’ and ‘vertical’ parts is given
by {Γ, Ha, Va}, where

Ha :=
∂

∂xa
− Γb

a

∂

∂ub
, Va :=

∂

∂ua
.

The dual basis of 1-forms is given by {dt, θa, ψa}, with

θa := dxa − uadt, ψa := dua − F adt + Γa
bθ

b.

For a given regular Lagrangian function L ∈ C∞(J1E), we define the Poincaré-Cartan
1-form θL by

θL := Ldt + dL ◦ S = Ldt +
∂L

∂ua
θa,

where S = Va⊗dxa is the vertical endomorphism, and the Euler-Lagrange equations come
from the unique SODE, determined by (see e.g. Goldschmidt and Sternberg [8])

iΓdθL = 0 and dt(Γ) = 1.

Inspired by the properties of the Poincaré-Cartan 2-form dθL, the following theorem
from [4] gives a geometric version of the Helmholtz conditions.

Theorem 1.1. Given a SODE Γ, the necessary and sufficient conditions for there to be
a Lagrangian for which Γ is the Euler-Lagrange field is that there should exist a 2-form Ω,
of maximal rank, which further has the properties: Ω vanishes on any two vertical vector
fields, Γ Ω = 0 and dΩ = 0.

Observe that the third and fourth conditions imply that LΓΩ = 0 and the first condition
means that Ω has a one-dimensional kernel which, as shown by the third condition, is
spanned by Γ. Another important observation is that Ω, which if it exists will become
the Poincaré-Cartan 2-form dθL of the corresponding Lagrangian, then has the following
particularly simple representation in the adapted frame {dt, θa, ψa},

dθL = gabψ
a ∧ θb with gab =

∂2L

∂ua∂ub
.

There are a number of geometrical ways of expressing this feature one of which requires a
brief discussion of the calculus of vector fields and forms along the projection π (see [17],
or [11] for a slightly different approach).

Vector fields along π are sections of the pull back bundle π∗TE over J1E and we let X(π)
denote the C∞(J1E) module of such vector fields. Similarly,

∧
(π) denotes the graded

algebra of forms along π. There is a canonical vector field along π, given by

T :=
∂

∂t
+ ua ∂

∂xa
.
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The natural bases for X(π) and X∗(π) are then {T, ∂/∂xa} and {dt, θa}. We further write
X(π) for the elements of X(π) which have no time component, i.e. X(π) = Sp{∂/∂xa}.
Then, if

X := X0T + Xa ∂

∂xa

is an arbitrary vector field along π, its horizontal and vertical lift give vector fields on
J1E, respectively given by

XH := X0Γ + XaHa, XV := XaVa.

In what follows, we will almost exclusively have to deal with horizontal and vertical lifts
of vector fields along π which belong to the submodule X(π). So in referring to vector
fields on J1E of the form XV , Y H, . . ., it will be understood that X,Y, . . . belong to X(π).
This is important, because it means that all the essential formulae are formally those of
the time-independent calculus developed in [12, 13], rather than the corresponding ones
in [17]. In particular, we will frequently use the commutator relations:

[XV , Y V ] =
(
DV

XY −DV

Y X
)V

,

[XH, Y V ] = (DH

XY )V − (DV

Y X)H,

[XH, Y H] =
(
DH

XY −DH

Y X
)H

+ R(X, Y )V .

Here, DV
X and DH

X , the vertical and horizontal covariant derivative operators, are de-
gree zero derivations on scalar and vector-valued forms along π, determined by DH

XF =
XH(F ), DV

XF = XV (F ) for their action on functions F ∈ C∞(J1E).

DH

X

∂

∂xa
= XbΓc

ba

∂

∂xc
, DV

X

∂

∂xa
= 0,

(with Γc
ba = ∂Γc

a/∂ub) gives the action on X(π) and the standard duality rules give the
action on 1-forms along π. The vector-valued 2-form R along π represents the curvature
of the SODE-connection with coordinate form,

R = 1
2
Ra

bc θb ∧ θc ⊗ ∂

∂xa
, Ra

bc := Hc(Γ
a
b )−Hb(Γ

a
c).

We do not distinguish notationally the contact forms θa, as forms on J1E from their
counterparts along π. In fact, there is a dual process of lifting 1-forms along π giving
(with an obvious slight abuse of notation)

θaH = θa, θaV = ψa.

The dynamical covariant derivative ∇ and the Jacobi endomorphism Φ which appear in
(1) arise naturally through the following formulae

[Γ, XV ] = −XH + (∇X)V , [Γ, XH] = (∇X)H + Φ(X)V .
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In coordinates,

Φ = Φa
b

∂

∂xa
⊗ θb,

with Φa
b as defined before, whereas ∇, defined to vanish on T and dually on dt, acts on

X(π) (with dual action on contact forms) by

∇F = Γ(F ) on functions, ∇ ∂

∂xa
= Γb

a

∂

∂xb
, ∇θa = −Γa

bθ
b.

Now we can give the link we wanted between the geometric Helmholtz conditions of
Theorem 1.1 with their coordinate form in (1). The observation we made about the
simple structure of dθL in the adapted co-frame means that the 2-form Ω on J1E of
Theorem 1.1 which we seek is completely determined by a symmetric type (0,2) tensor
along π, of the form g = gabθ

a⊗ θb (i.e. g vanishes on T). To be precise, Ω is the so-called
Kähler lift of g, Ω = gK, which vanishes on Γ and further is defined by

gK(XV , Y V ) = gK(XH, Y H) = 0, gK(XV , Y H) = g(X,Y ).

The intrinsic formulation of the conditions (1) (see [17], or [13] for the autonomous case)
then reads

∇g = 0, g(ΦX,Y ) = g(X, ΦY ), DV

Xg(Y, Z) = DV

Y g(X, Z). (2)

In the next section we briefly sketch the ideas of the exterior differential systems approach,
specifically in the context of the inverse problem, and we identify our objectives concerning
the construction of a differential ideal containing all possible two forms Ω.

2 EDS and the inverse problem

The inverse problem involves the search for a closed 2-form and so lends itself to analysis
by EDS. For a general reference to EDS, we refer to [3]. A thorough analysis of the inverse
problem by means of such techniques (at least for autonomous differential equations) can
be found in the work of Grifone and Muzsnay [9, 10], where the approach, however, starts
from the partial differential equations which the Lagrangian itself has to satisfy, rather
than equations such as (1) for the multiplier.

Anderson and Thompson in [2] describe the three components of the EDS process: finding
a differential ideal, setting up a Pfaffian system for finding the closed 2-forms within that
ideal, and finally analysing this system, following the Cartan-Kähler theory to determine
the generality of the solution (if any). We limit ourselves to a brief synopsis of the
reasoning which underlies the first two steps here, with particular emphasis on the new
elements involving the eigenspectrum of Φ that we want to bring to the differential ideal
construction.

Given a SODE Γ, we know that the 2-form Ω we are looking for is going to be the Kähler
lift of a symmetric (0, 2)-tensor field g along the projection, i.e. g = gabθ

a⊗ θb, gab = gba.
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So we start by considering on J1E the module Σ0 of such Kähler lifts: intrinsically, ω
belongs to Σ0, if and only if

iΓω = 0, (3)

ω(XV , Y V ) = ω(XH, Y H) = 0, (4)

ω(XV , Y H) = ω(Y V , XH). (5)

(During the EDS process we will use lower case ω as the generic name for our 2-forms,
reserving Ω for the 2-form of theorem 1.1.) In coordinates, Σ0 is spanned by the 2-forms

ωab :=
1

2
(ψa ∧ θb + ψb ∧ θa). (6)

Note however that {dt, θa, ψa} may as well be any basis comprising of dt, n horizontal
forms and n vertical forms. In fact later we will use such a basis made up of the eigenforms
of Φ.

The first step in the EDS approach produces from Σ0 a sequence of submodules Σ0 ⊃
Σ1 ⊃ Σ2 ⊃ · · · , arriving finally (or not at all) at a nontrivial submodule Σl = Sp{ωk}
generating a differential ideal. Obtaining Σl consists of computing at each stage the
exterior derivative of forms belonging to the submodule under consideration, and verifying
whether they belong to the ideal generated by that submodule. In principle, whenever an
obstruction is found, it is translated into a further restriction on the admissible 2-forms
and the process is restarted from there. We shall be more specific about this in a moment.
But, for the time being, assume that we have found Σl = Sp{ω1, . . . , ωd}, so that

dωk = ξk
h ∧ ωh, k = 1, . . . , d,

for some 1-forms ξk
h. In order to construct a closed 2-form in Σl we first identify a basis of

d-tuples of 1-forms ρA
h such that ρA

h ∧ ωh = 0. Then, if rkω
k ∈ Σl is required to be closed,

the functions rk must solve the Pfaffian system of equations (the notations are taken to
be conform with those in [2])

drk + rhξ
h
k + pAρA

k = 0, (7)

for some as yet arbitrary functions pA. The freedom in the choice of pA must then
be exploited in the final part of the EDS procedure. This last part is by no means a
straightforward matter; in fact, it is fair to say that it consists of several steps still and
may even, if the involutivity test fails, lead to prolonging the system and starting again
(see e.g. [2] for a brief survey). We will argue in the final section that it may be better,
therefore, to address the partial differential equations of the inverse problem in a more
direct way, once the differential ideal procedure is complete. Our approach to specific
examples should be contrasted with that of Anderson and Thompson [2] who follow the
formal EDS process.

Here are the details of the differential ideal process. At each step Σi say, we will first
identify the requirements for a 3-form ρ to be in 〈Σi〉, the ideal generated by Σi, because
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a large part of such an analysis does not depend on whether or not ρ = dω ∈ 〈Σi〉. Once
we apply these requirements to such dω, the general formula

dω(U, V, W ) =
∑

U,V,W

[
U

(
ω(V, W )

)− ω([U, V ],W )
]
, (8)

(where a notation like
∑

ξ,η,ζ will always refer to a cyclic sum over the indicated argu-
ments), produces algebraic restrictions on admissible 2-forms. If these are different from
those already implemented they are used to define the next submodule Σi+1 in the se-
quence. But a couple of important remarks are in order here. First of all, the issue of
algebraic conditions in the inverse problem is quite delicate. There are several infinite
hierarchies of such conditions (see e.g. [9, 10]), but it is impossible to tell in all generality
which of these are more important, from which others possibly might follow, or simply
which are more efficient in determining the existence or non-existence of a multiplier. We
therefore propose to integrate the decision about usefulness of algebraic restrictions as
much as possible into this differential ideal algorithm. That is to say, we shall attempt to
obtain at each step in restricting to a submodule Σi, conditions for a 3-form ρ to belong
to 〈Σi〉 which are both necessary and sufficient. It is, to some extent, the degree to which
fresh conditions tend to be sufficient, which will guide the decision about the selection
of further restrictions for defining the next submodule. It is precisely in this way that
we will be able to push the EDS procedure beyond the level of results obtained in [2].
However, as has always been the case in the study of the multiplier problem, there is no
possibility of a general solution for arbitrary dimension. At some point further progress
relies on a classification of cases and subcases. Most notorious in this respect is the paper
by Douglas [6] (see [16] for a geometrical account of Douglas’s analysis). We should expect
this to occur also in our current attempt.

3 The first step in the EDS algorithm

Consider the module Σ0, defined above, and let ρ be a 3-form in 〈Σ0〉, so that ρ = βk ∧ωk

for some 1-forms βk and ωk ∈ Σ0. Then iΓρ = βk(Γ)ωk, so that iΓρ belongs to Σ0 if and
only if

ρ(Γ, XV , Y V ) = 0, (9)

ρ(Γ, XH, Y H) = 0, (10)

ρ(Γ, XV , Y H) = ρ(Γ, Y V , XH). (11)

Next, starting from the contraction of ρ with a vertical vector field,

iXV ρ = βk(X
V )ωk − βk ∧ iXV ωk,

we must have
ρ(XV , Y V , ZV ) = 0, (12)

but how can we take other restrictions on Σ0 into account, when further combinations of
horizontal and vertical vector fields are inserted? For example, we can manipulate the
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right-hand side by using the properties of ωk ∈ Σ0, until every appearance of the βk has
been eliminated and a condition about ρ emerges. We have,

ρ(XV , Y V , ZH) = βk(X
V )ωk(Y V , ZH)− βk(Y

V )ωk(XV , ZH)

= βk(X
V )ωk(ZV , Y H)− βk(Y

V )ωk(ZV , XH)

= ρ(XV , ZV , Y H) + βk(Z
V )ωk(XV , Y H)− βk(Y

V )ωk(ZV , XH)

= ρ(XV , ZV , Y H) + βk(Z
V )ωk(Y V , XH)− βk(Y

V )ωk(ZV , XH)

= ρ(XV , ZV , Y H) + ρ(ZV , Y V , XH).

So it follows that ρ should satisfy
∑

X,Y,Z

ρ(XV , Y V , ZH) = 0, (13)

and in exactly the same way also
∑

X,Y,Z

ρ(XV , Y H, ZH) = 0. (14)

There remains the condition
ρ(XH, Y H, ZH) = 0. (15)

Details such as the way the cyclic sum condition (13) is obtained will not be repeated
further on.

In total, we have obtained 7 necessary conditions and, following the strategy deployed in
the previous section, we now explore their sufficiency. But before we proceed, we remark
that a number of the conditions to be encountered here, and in the subsequent sections,
only have an effect when the number n of degrees of freedom of the system is at least 3.
This is the case, for example, with the conditions (12) to (15) which are clearly void when
n = 2. As a result, each time a question of sufficiency of conditions arises, we will say
a few words about the case n = 2. Besides, the case n = 2 has been extensively studied
already (see refs [6], [10] and [16]) and therefore is not of prime interest for this paper.

Proposition 3.1. For an arbitrary 3-form ρ to belong to the ideal 〈Σ0〉, it is necessary
and sufficient that ρ satisfies the conditions (9-15), where X,Y, Z are arbitrary vector
fields along π.

Proof. It is easy to see that conditions (9-11) imply that ρ is of the form

ρ = dt ∧ σ + ρ, with σ ∈ Σ0 and iΓρ = 0.

For n ≥ 3 the remaining conditions then indicate that ρ is of the form

ρ = 1
2
Aabcθ

a ∧ ψb ∧ ψc + 1
2
Babcψ

a ∧ θb ∧ θc,

where Aabc and Babc are skew-symmetric in their last two indices and satisfy (in view of
(13) and (14)) ∑

abc

Aabc =
∑

abc

Babc = 0.
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For n = 2, iΓρ = 0 is already enough to ensure that ρ is of the above form, but with
two of the three indices the same. The skew-symmetry of the coefficients in their last two
indices then implies that they formally can be regarded as having this cyclic sum property
as well.

The skew-symmetry Aabc = −Aacb and the cyclic sum property
∑

abcAabc = 0 imply that

Aabcθ
a ∧ ψb ∧ ψc = 1

3

(
Aabcθ

a ∧ ψb ∧ ψc +Abcaθ
b ∧ ψc ∧ ψa +Acabθ

c ∧ ψa ∧ ψb
)

= 1
3
Aabc(ψ

c ∧ θa + ψa ∧ θc) ∧ ψb − 1
3
Abca(ψ

c ∧ θb + ψb ∧ θc) ∧ ψa

= −4
3
Aabcω

ab ∧ ψc,

where we have used the skew-symmetry in the first and the cyclic sum property in the
last term for the transition from the first to the second line. The same is also true for the
other term in ρ, so

ρ = dt ∧ σ − 2
3
Aabcω

ab ∧ ψc + 2
3
Babcω

ab ∧ θc, (16)

or putting
Aabc = Aabc +Abac, Babc = Babc + Bbac,

ρ = dt ∧ σ − 1
3
Aabcω

ab ∧ ψc + 1
3
Babcω

ab ∧ θc, (17)

where the new coefficients now are symmetric in their first two indices and still have the
cyclic sum property

∑
abc Aabc =

∑
abc Babc = 0. This manifestly exhibits that ρ belongs

to 〈Σ0〉.

Remark: An expression like Aabcω
ab∧ψc with Aabc = Abac clearly belongs to 〈Σ0〉 without

any further requirements. That the above necessary and sufficient conditions are not
contradictory, however, follows from the fact that one can assume that the coefficients
further have the cyclic sum property without loss of generality. Verifying this is left to
the reader.

From now on we will use the representation (17) of ρ.

To terminate the first step now, we apply the necessary and sufficient conditions (9-15) to
an exact 3-form dω, for any ω ∈ Σ0 and use thereby the familiar identity (8). In doing that,
only the second part which involves the Lie brackets can contribute; the list of bracket
relations which are frequently used in these calculations has been given in Section 1. It
easily follows then that the conditions (9,11,12,13,14) are identically satisfied, whereas
the remaining conditions (10,15) give rise to the following extra restrictions on admissible
2-forms (which are, in one form or another, well known in the literature):

ω((ΦX)V , Y H) = ω((ΦY )V , XH), (18)
∑

X,Y,Z

ω(R(X, Y )V , ZH) = 0. (19)

We could implement both of these new requirements to define the next submodule Σ1, but
it will be more convenient to continue in stages and start by implementing the Φ-condition
(18) only.
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The first step has identified the structure of 3-forms in 〈Σ0〉. When we apply the differen-
tial ideal algorithm to Σ0 now, conditions on ρ which have Γ as one of the arguments will
be easy to handle and merely impose that the 2-form σ in (17) belongs to the submodule
under consideration. Other conditions must clearly come in pairs: for each condition
which has two vertical and one horizontal argument and thus has an effect on the A-part
in ρ only, there will be a corresponding condition which has the ‘mirror’-effect on the
B-part. The underlying reason for that is the basic symmetry property (5) of 2-forms in
Σ0, which makes that a condition like (18), for example, can equivalently be written in
the form

ω((ΦX)H, Y V ) = ω((ΦY )H, XV ). (20)

Bearing this in mind avoids unnecessary duplications of conditions later on.

Finally, we examine the necessary and sufficient conditions that 〈Σ0〉 is itself a differential
ideal.

Theorem 3.2. The module Σ0 generates a differential ideal if and only Φ is a multiple
of the identity.

Proof. From the immediately preceding discussion it follows that 〈Σ0〉 is a differential
ideal if and only if (18) and (19) are satisfied by all ω ∈ Σ0. If Φ is a multiple of the
identity the first of these is satisfied because of (5), and the second is true by virtue of
the identity Va(Φ

c
b) − Vb(Φ

c
a) = 3Rc

ab. Conversely, if (18) is true for all ω ∈ Σ0 then it is
true for all ωab given by (6): using X = ∂

∂xc , Y = ∂
∂xd yields

Φa
cδ

b
d + Φb

cδ
a
d = Φa

dδ
b
c + Φb

dδ
a
c .

Hence Φ = µI and (19) follows automatically, again because of the stated identity.

This is a stronger result than that obtained by Anderson and Thompson in [2] where it was
shown that if Φ is a multiple of the identity then 〈Σ0〉 is a differential ideal. Anderson and
Thompson demonstrated that in this case the system is variational. However, in general
there remain obstructions to variationality after a differential ideal has been obtained.

4 A second step in the process

We define Σ1 to be the submodule of Σ0 whose elements satisfy the condition (18).

Let ρ = βk ∧ ωk be a 3-form in 〈Σ1〉. Then, a contraction with Γ leads to the further
restriction

ρ(Γ, (ΦX)V , Y H) = ρ(Γ, (ΦY )V , XH), (21)

which, as indicated before, says that σ in (17) must be in Σ1 and plays further no role.
When we take XV as first argument and follow the procedure which led to (13), but this
time with (ΦY )V , ZH as further argument, we obtain

∑
X,Y,Z

(
ρ(XV , (ΦY )V , ZH)− ρ(XV , (ΦZ)V , Y H)

)
= 0.
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But the left-hand side is
∑

X,Y,Z

(
ρ(XV , (ΦY )V , ZH) + ρ((ΦY )V , ZV , XH)

)
and then (13)

gives the more transparent version
∑

X,Y,Z

ρ(XV , Y V , (ΦZ)H) = 0. (22)

Immediately we conclude that the ‘mirror’-condition, which can of course independently
be derived, will read ∑

X,Y,Z

ρ(XH, Y H, (ΦZ)V ) = 0. (23)

Unfortunately, this is not the end of the line as there are other possible combinations of
terms. For example, with (ΦX)V as first argument, rather than XV ,

i(ΦX)V ρ = βk((ΦX)V )ωk − βk ∧ i(ΦX)V ωk,

we can choose (ΦY )V , ZH as second and third arguments. The by now familiar procedure
of eliminating all terms involving the 1-forms βk then leads to the new requirement

∑
X,Y,Z

ρ((ΦX)V , (ΦY )V , ZH) = 0, (24)

and its counterpart ∑
X,Y,Z

ρ((ΦX)H, (ΦY )H, ZV ) = 0. (25)

We already reach a point here where it is difficult to say whether all such necessary
conditions will generically be independent or whether perhaps there are still other ways
of producing more conditions; hence our strategy to approximate, as best as possible,
conditions which are also sufficient and demonstrate their utility in this way. So let us
address the sufficiency question here.

Let ρ be of the form (17), where the A and B coefficients are symmetric in their first
two indices and can, as argued before, without loss of generality be assumed to have the
cyclic sum property

∑
abc Aabc =

∑
abc Babc = 0. The two conditions (22,24) affect only

the A-term, (23,25) will have the same sort of effect on the B-term. Using a basis of
horizontal and vertical vector fields, (Hi, Vj) say, we can compute the A-term of ρ acting
on the triple (Vr, Vt, Φ

u
sHu) and then take a cyclic sum over the indices (r, s, t). What

remains (leaving out a numerical factor) is the following condition,
∑
rst

(Arut − Atur)Φ
u
s = 0, (26)

which, by recombining terms, can equivalently be written in the perhaps more appealing
form ∑

rst

(ArutΦ
u
s − AsutΦ

u
r ) = 0. (27)

Similarly, evaluating ρ((ΦX)V , (ΦY )V , ZH) on (Φu
sVu, Φ

v
t Vv, Hr) and then taking the cyclic

sum, the condition (24) is found to mean:
∑
rst

(Aruv − Arvu)Φ
u
sΦ

v
t = 0. (28)
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Now, the 2-forms in Σ1 we are talking about are of the form

ω = habω
ab, with hsuΦ

u
r − hruΦ

u
s = 0, (29)

(we purposely avoid using gab, which we reserve for candidate multipliers satisfying (1)).
So the idea would be to prove that the requirements (26) (or (27)) and (28) force the
functions Aabc to be of the form

Aabc = hab
k bkc, (30)

where, for each k, the hab
k have the property (29) and the bkc are arbitrary functions,

representing the components of the 1-forms βk in an expression like ρ = βk∧ωk. Unfortu-
nately, we were unable to prove that this is true in all generality, but we shall show now
that it is a valid statement in an interesting (reasonably generic) special case.

As we know already from Douglas [6], a classification into different cases where a multiplier
gab for a given dynamics Γ does or does not exist, will largely be governed by properties
of the Jacobi endomorphism Φ associated to Γ. A specific assumption about Φ which
comes up in several situations (see e.g. [5]) is that of (algebraic) diagonalisability. So let
us assume this, and that the (real) eigenvalues λ(a) are distinct, and let {φa} denote a
complete set of eigenforms of Φ, so that

Φ(φa) = λ(a)φ
a (no sum).

These φa can be taken to be combinations of contact forms and are of course still semi-basic
forms. We now have a new basis for X(J1E), namely {dt, φaH , φaV } and new spanning
2-forms for Σ0, namely

φab := 1
2
(φaV ∧ φbH + φbV ∧ φaH).

It is important to realize that with this change of basis, nothing changes in our consider-
ations of the first differential ideal step. For example, the 2-forms in Σ0 are now of the
form h̄abφ

ab and 3-forms in the ideal 〈Σ0〉 are of the form (17), with the φaH replacing the
θa and so on. Explicitly,

ρ = dt ∧ σ − 1
3
Āabcφ

ab ∧ φcV + 1
3
B̄abcφ

ab ∧ φcH .

We will freely use the the original basis formulae in the eigenform basis (and refer to their
equation numbers) just by adding over-bars and switching θa for φaH etcetera.

The additional restriction (18) which defines Σ1, or equivalently (29), reduces to

(λ(b) − λ(a))h̄ab = 0, (31)

and hence implies that the elements of Σ1 must be diagonal in the eigenform basis, i.e.
h̄ab = 0 for a 6= b.

Proposition 4.1. Suppose that Φ is diagonalisable with distinct (real) eigenvalues. Then,
the necessary and sufficient conditions for a 3-form ρ to be in the ideal 〈Σ1〉 are the con-
ditions to be in 〈Σ0〉, supplemented by (21), and (22,24) together with their counterparts
(23,25).
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Proof. What has to be proved is the sufficiency of the conditions. Using the eigenform
basis of Φ, we already know that ρ ∈ 〈Σ0〉 implies that it is of the form (17). The first
extra condition (21) requires σ to belong to the smaller module Σ1 now. As explained
before, it suffices to study the effect of (22) and (24), or explicitly (26) and (28), on the
A-term in ρ. Under the present circumstances, this leads to the conditions:

∑

abc

Āabc(λ(a) − λ(b)) = 0, (32)

∑

abc

Āabcλ(c)(λ(a) − λ(b)) = 0. (33)

These conditions are identically satisfied whenever two of the indices are the same, so we
begin by considering n ≥ 3. For each set of three distinct indices, they produce, together
with the given cyclic sum property, a homogeneous system of algebraic equations with
coefficient matrix


1 1 1

λ(a) − λ(b) λ(b) − λ(c) λ(c) − λ(a)

λ(c)(λ(a) − λ(b)) λ(a)(λ(b) − λ(c)) λ(b)(λ(c) − λ(a))


 .

The determinant of this matrix is proportional to (λ(a)− λ(b))(λ(b)− λ(c))(λ(c)− λ(a)) and
hence is non zero. Therefore, all Āabc with distinct indices must be zero. It further follows
from the cyclic sum property that Āaab = −2Ābaa. With these data, the A-term of ρ
becomes:

−1
3
Āabcφ

ab ∧ φcV = −1
3

(∑

a 6=b

Āaabφ
aa ∧ φbV + 2

∑

a 6=b

Ābaaφ
ab ∧ φaV

)

= −1
3

(∑

a 6=b

Āaabφ
aa ∧ φbV −

∑

a 6=b

Āaabφ
ab ∧ φaV

)

= −1
2

∑

a 6=b

Āaabφ
aa ∧ φbV ,

where we have used the fact that φab ∧ φaV = −1
2
φaa ∧ φbV . But we know from (31) that

the 2-forms in Σ1 are diagonal in the basis of eigenforms, i.e. of the form h̄aaφ
aa, and the

above computation then shows that the A-term of ρ is manifestly in 〈Σ1〉. The effect of
(23) and (25) on the B-term is similar.

When n = 2, only the condition (21) survives and implies as before that σ must belong
to Σ1. Moreover, it is easy to verify explicitly that for n = 2, the ρ-part of our 3-form in
〈Σ0〉 automatically belongs to 〈Σ1〉 as well, so the general claim is still valid.

We now return once more to the general case with no assumptions about Φ. The final
stage in our step 2 procedure is to apply the conditions on 3-forms again to the special
case of exact 3-forms. This will determine possibly new restrictions on admissible 2-
forms, which can then be used to identify further submodules. The computation related
to condition (21) is straightforward and produces the new requirement,

ω((∇Φ(X))V , Y H) = ω((∇Φ(Y ))V , XH), (34)

13



When (22) is imposed on a 3-form dω, it merely reproduces the condition (19) we already
have, in view of the general identity (see [13], remembering always that we are restricting
to vector fields in X(π))

3 R(X,Y ) = DV

XΦ(Y )−DV

Y Φ(X). (35)

But its counterpart (23) gives rise to the new condition,

∑
X,Y,Z

ω(∇R(X, Y )V , ZH) = 0, (36)

because we also have the identity

∇R(X, Y ) = DH

XΦ(Y )−DH

Y Φ(X). (37)

The computations for (24) and (25) run parallel and produce the following new require-
ments

∑
X,Y,Z

ω
(
(DV

ΦXΦ(Y )−DV

ΦY Φ(X))V , ZH
)

= 0, (38)

∑
X,Y,Z

ω
(
(DH

ΦXΦ(Y )−DH

ΦY Φ(X))H, ZV
)

= 0. (39)

Conditions such as (34) and (36) are well known in the literature. It was pointed out in
[14] that such conditions must hold for arbitrary ∇-derivatives of Φ and R and it is not
difficult to see how this double hierarchy will emerge in the EDS process also, simply from
the restrictions on ρ which have Γ in their arguments and will be produced step by step.

The conditions (38) and (39), however, have only been reported in the thesis [1] (though
they must be related in some sense to requirements involving the Nijenhuis tensor of Φ in
the approach adopted in [10]). It is impossible to say in all generality which of the many
algebraic restrictions are somehow the ‘more independent ones’, but the message from
our current algorithmic analysis is that it is likely to be more efficient in applications to
impose the last mentioned requirements on admissible 2-forms first, before extracting all
information, for example, from the double infinite hierarchy of ∇kΦ and ∇kR conditions,
which were the only conditions taken into consideration in [15].

But we must not yet embark on using any of these conditions to define a further submod-
ule, as we have only dealt with half of the information which came out of the first step so
far. We shall study the curvature condition (19) in the next section, but for the sake of
applications, it is worthwhile summing up what we now know about termination of the
differential ideal process at this level.

Proposition 4.2. Assume that Φ is diagonalisable with distinct (real) eigenvalues. Then
the necessary and sufficient conditions for Σ1 to generate a differential ideal are that all
2-forms of the form (29) satisfy the algebraic conditions (19), (34), (36), (38) and (39).

Proof. 2-forms in Σ1 are characterised by (29). If Φ is diagonalisable, the necessary
and sufficient conditions for their exterior derivative to belong to 〈Σ1〉 (as identified by
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Proposition 4.1 and the subsequent analysis) are that they satisfy the supplementary
restrictions (19), (34), (36), (38) and (39). But saying that Σ1 generates a differential
ideal already is the same as saying that no further restrictions beyond those defining Σ1

should be found and thus that the five conditions just mentioned must hold for all 2-forms
in Σ1.

Remark: as we observed in the proof of proposition 4.1, only one of the five extra condi-
tions survives when n = 2 and this condition translates to the ∇Φ-condition (34) when
applied to the exterior derivative of a 2-form in Σ1. This is, therefore, the only condition
to take into account when applying the above proposition to the case n = 2.

5 A further step for diagonalisable Φ

We return again to the general situation without assuming that Φ is diagonalisable. Define
Σ2 to be the module of 2-forms in Σ1, which further satisfy the condition (19).

As before, if ρ = βk ∧ ωk is a 3-form in 〈Σ2〉, a contraction with Γ, in view of (19), leads
to the further restriction ∑

X,Y,Z

ρ(Γ, R(X,Y )V , ZH) = 0. (40)

Likewise, when we contract first with an arbitrary vertical element and then proceed to
eliminate all terms involving the βk, a procedure which is more involved here (but we
leave the details to the reader), the condition we obtain reads

e∑
X,Y,Z,U

ρ(XV , R(Y, Z)V , UH) = 0, (41)

where the upper index in the summation sign is meant to indicate that the sum extends
over all even permutations of the indicated vector fields. Needless to say, there will be a
mirror condition which can independently be derived, and reads

e∑
X,Y,Z,U

ρ(XH, R(Y, Z)H, UV ) = 0. (42)

Obviously there are more possibilities as in the preceding section. For example, repeating
the above computation, but with (ΦX)V as first argument, rather than XV , gives

e∑
X,Y,Z,U

ρ((ΦX)V , R(Y, Z)V , UH) = 0, (43)

and its analogue with two horizontal and one vertical elements.

Once again we have to try and find necessary conditions which are also sufficient for 3-
forms to belong to 〈Σ2〉. Should we, for example, search for a condition also with two
R-arguments in it? To begin with, here is a further infinite number of necessary conditions
for ρ to be in 〈Σ2〉.
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Lemma 5.1. Necessary conditions for a 3-form ρ to belong to 〈Σ2〉 are that:

e∑
X,Y,Z,U

ρ((ΦmX)V , R(Y, Z)V , UH) = 0, (44)

for all m.

Proof. Observe first that 2-forms which have the symmetry property (5) and satisfy (18),
automatically also satisfy

ω((ΦmX)V , Y H) = ω((ΦmY )V , XH), (45)

for all m. Indeed, using successively the properties (18), (20) and (5), we have

ω((Φ2X)
V
, Y H) = ω((ΦY )V , (ΦX)H)

= ω(XV , (Φ2Y )
H
)

= ω((Φ2Y )
V
, XH).

The statement for general m follows by induction.

Replacing now ΦX by ΦmX in the considerations which lead to (43), it is fairly straight-
forward to verify that we will arrive at (44) in view of (45).

When a 2-form ω is in Σ1 and so has the symmetry property (18) with respect to Φ, it
makes no sense to impose symmetry with respect to powers Φm as further restrictions,
because ω will automatically have these properties. Likewise, if we already knew that a
3-form ρ satisfying (41) and (43) belongs to the ideal 〈Σ2〉, there would be no sense in
looking further at (44). But it is just because we don’t have yet sufficiency, that extra
requirements like (44) can have practical value.

Let us now first look at the impact of the curvature conditions we obtained so far, on the
A-part of ρ. Referring to the coordinate expression of R which was given in Section 1,
the condition (19) which further defines the module Σ2, reads

∑

abc

hraR
r
bc = 0. (46)

One easily verifies that (41) and (43) imply that the A-part of ρ must have the properties

e∑

abcd

Rs
bc(Adas − Adsa) = 0, (47)

e∑

abcd

Φr
aR

s
bc(Adrs − Adsr) = 0. (48)

And (44), for m = 2 for example, will require that

e∑

abcd

Φr
aΦ

t
rR

s
bc(Adts − Adst) = 0. (49)
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It is of some interest to write out explicitly what such conditions mean. The first one, for
example, making use of the skew-symmetry of the Ra

bc and the symmetry of the Aabc to
recombine terms, can be written in the form

Rs
bc(Aasd − Adsa) + Rs

cd(Aasb − Absa) + Rs
db(Aasc − Acsa) + Rs

ad(Absc − Acsb)

+ Rs
ca(Absd − Adsb) + Rs

ab(Acsd − Adsc) = 0. (50)

Notice that the left-hand side of this expression is skew-symmetric in any pair of indices
(the same can be verified for (48) and (49)). Hence, these conditions are identically
satisfied when the free indices are not distinct. In other words, for them to have any
effect, the dimension must be at least 4.

We now return to the interesting case of diagonalisable Φ with distinct eigenvalues, as
introduced in the previous section. Any further such assumption on Φ has an effect
on curvature-type conditions, since Φ determines R according to (35). Let Xa denote
a basis of eigenvectors of Φ, dual to the basis of eigenforms considered before; so we
have Φ(Xa) = λ(a)Xa. With R̄a

bc now denoting the components of R with respect to this
adapted frame, we find from (35) and introducing the structure functions τ c

ab, defined by

DV

Xa
Xb = τ c

abXc, (51)

that

3 R̄a
ab = − (

DV

Xb
λ(a) + (λ(a) − λ(b))τ

a
ab

)
, (52)

3 R̄b
ab = DV

Xa
λ(b) + (λ(b) − λ(a))τ

b
ba, (53)

3 R̄s
ab = (λ(b) − λ(s))τ

s
ab − (λ(a) − λ(s))τ

s
ba, s 6= a, b. (54)

Now, when Φ is diagonalisable with distinct eigenvalues, we already know from the Σ1-
analysis that Āabc = 0 when all indices are distinct. Taking the condition (50) with
a, b, c, d different, the summation in each of the terms gives rise to only two terms. Further
simplifications arise from taking into account that

∑
abc Āabc = 0 implies Ābba = −2Āabb.

Finally, using the R information, we find that only components of the type (54) enter.
The condition is then:

e∑

abcd

(λ(b) − λ(c))(Āabbτ
b
dc + Āaccτ

c
db) = 0. (55)

The corresponding condition (46) for the 2-forms defining Σ2 (knowing that h̄ab is diago-
nal) likewise reduces to

∑

abc

(λ(a) − λ(b))(h̄aaτ
a
cb + h̄bbτ

b
ca) = 0. (56)

The similarity in structure between (55) and (56) becomes even clearer if we proceed as
follows: for dealing with an expression such as (41), we write, for arbitrary X1, . . . , X4,

e∑

ijkl

ρ(Xi
V , R(Xj, Xk)

V , Xl
H) =

4∑
i=1

(−1)i
∑

jkl

ρ(Xi
V , R(Xj, Xk)

V , Xl
H). (57)
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The notation which is being used here in the right-hand side should be read as follows:
for each i = 1, . . . , 4, (i, j, k, l) is a cyclic permutation of (1, 2, 3, 4) and then with i being
kept fixed, we perform a cyclic sum over the three other indices. Applying this idea to
the explicit form of the condition (41) we are considering, (55) can be recast in the form:

e∑

abcd

(λ(b) − λ(c))(Āabbτ
b
dc + Āaccτ

c
db) ≡

∑

bcd

(λ(b) − λ(c))(Āabbτ
b
dc + Āaccτ

c
db)−

∑

cda

(λ(c) − λ(d))(Ābccτ
c
ad + Ābddτ

d
ac)

+
∑

dab

(λ(d) − λ(a))(Ācddτ
d
ba + Ācaaτ

a
bd)−

∑

abc

(λ(a) − λ(b))(Ādaaτ
a
cb + Ādbbτ

b
ca) = 0. (58)

We can now be precise about what it is we should be able to prove to reach sufficiency of
conditions for ρ to be in 〈Σ2〉. From the Σ1 analysis we already know that the A-part of
ρ will be of the form:

ρA =
∑

a 6=d

Ādaaφ
aa ∧ φdV . (59)

To conclude that such a term ‘manifestly belongs’ to the ideal generated by Σ2 (or in fact
to any further submodule of Σ1) we must be able to show that for each fixed d, there
exists a function αd such that

∑
a 6=d Ādaaφ

aa + αdφ
dd belongs to Σ2 (or to the submodule

under consideration). For the case at hand, assuming the dimension is at least 4, this
2-form should in particular have the property (see (56)) that for each set of 3 distinct
indices a, b, c which are different from d:

∑
abc(λ(a)− λ(b))(Ādaaτ

a
cb + Ādbbτ

b
ca) = 0. But the

available data on ρ so far only tell us that a sum of four such terms is zero. So again,
maybe, by throwing in more conditions, we might be able to ensure that all four parts in
the expression (58) vanish separately.

Now consider the hierarchy (44) of further necessary conditions we have obtained. Fol-
lowing the different steps of the calculation which led from (47) to (55), one can show
that (48) and (49) for diagonalisable Φ become:

e∑

abcd

λ(a)(λ(b) − λ(c))(Āabbτ
b
dc + Āaccτ

c
db) = 0, (60)

e∑

abcd

λ2
(a)(λ(b) − λ(c))(Āabbτ

b
dc + Āaccτ

c
db) = 0. (61)

Lemma 5.2. If Φ is diagonalisable with distinct eigenvalues, then for ρ to satisfy the
hierarchy of conditions (44), it is sufficient that these properties hold for m = 0, 1, 2, 3.

Proof. The assumption is that we have for each set of four distinct indices a, b, c, d:

e∑

abcd

λn
(a)(λ(b) − λ(c))(Āabbτ

b
dc + Āaccτ

c
db) = 0,
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and this for m = 0, 1, 2, 3. Splitting the sum of twelve even permutations into four cyclic
sum parts as was done in (58), we get a homogeneous linear system of four equations for
these sums, with coefficient matrix




1 −1 1 −1
λ(a) −λ(b) λ(c) −λ(d)

λ2
(a) −λ2

(b) λ2
(c) −λ2

(d)

λ3
(a) −λ3

(b) λ3
(c) −λ3

(d)


 .

Its determinant, a Vandermonde-type determinant, is equal to the product

(λ(a) − λ(b))(λ(a) − λ(c))(λ(a) − λ(d))(λ(b) − λ(c))(λ(b) − λ(d))(λ(c) − λ(d))

and hence is non-zero. It follows that for each set of four distinct indices a, b, c, d, we have

∑

abc

(λ(a) − λ(b))(Ādaaτ
a
cb + Ādbbτ

b
ca) = 0. (62)

This in turn implies that all further conditions in the hierarchy (44) are automatically
satisfied.

With this result, we are getting as close as we possibly can to concluding that we have
sufficiency in this step of the differential ideal process. Indeed, we have now obtained with
(62) all the properties which the 2-forms

∑
a6=d Ādaaφ

aa+αdφ
dd must have for belonging to

Σ2, except for those conditions of type (56) for which the cyclic sum over three indices will
involve the undetermined function αd (and this for each fixed d). These missing conditions
may cause true obstructions to the existence of a solution for the inverse problem, as for
each fixed d, there may, in principle, be three requirements to be satisfied, for only one
unknown αd. But there is no chance of getting more information about such possible
obstructions at this level of generality, i.e. without breaking the discussion up into more
subcases, because the 2-forms which interest us in an expression like (59), always appear
in a wedge product with some φdV , so the functions we called αd remain completely
undetermined.

Let us summarize the situation now. For a 3-form ρ to be in the ideal 〈Σ2〉, it must satisfy
the requirement (40) and the curvature condition (41), but in fact also the infinite set of
conditions (44) (plus corresponding analogues) which contain the one just mentioned for
m = 0. The special case of diagonalisable Φ has shown that imposing these conditions
for m = 0, 1, 2, 3 is probably the closest we can get to having conditions which are also
sufficient. So it is worthwhile exploring what comes out of such conditions when we apply
them to exact forms, in terms of possibly new algebraic restrictions on admissible 2-forms.

Applying (40) to dω is an easy computation: as already indicated, it reproduces the
requirement (36) we obtained before. The other computations are a lot more involved,
so we give a brief indication about the way to proceed. Starting with (44) for m = 0,
the bracket terms of the expansion of

∑e
X,Y,Z,U dω(XV , R(Y, Z)V , UH) include, as terms in
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which X is fixed

−
∑
Y,Z,U

{
ω([XV , R(Z,U)V ], Y H) + ω([R(Z,U)V , Y H], XV ) + ω([Y H, XV ], R(Z, U)V )

}

= −
∑
Y,Z,U

{
ω(DV

X(R(Z, U))V − (DV

R(Z,U)X)V , Y H)

+ ω((DV

R(Z,U)Y )H, XV )− ω((DV

XY )H, R(Z, U)V )
}

,

and there are similar terms in which one of the other vector fields is kept fixed each time.
If, in the last term on the right, we make use of the property (19), it is easy to see that all
terms which arise this way will directly cancel out the terms coming from the expansion
of the first term on the right, except those in which the tensor R itself is being derived.
The second and third terms on the right will all disappear if the totality of all even sum
permutations is taken into account. The only terms which remain then are those involving
vertical derivatives of R. But they can be seen to cancel out as well in view of the Bianchi
identity ∑

X,Y,Z

DV R(X,Y, Z) = 0. (63)

For the horizontal counterpart (42), something entirely similar happens in view of

∑
X,Y,Z

DHR(X, Y, Z) = 0. (64)

We can now more or less see what will happen for the conditions (44) with m 6= 0. When,
in the terms which have been made explicit above, X is replaced by ΦX, for example, most
of the cancellations remain the same, but there will be extra terms in which derivatives
of Φ appear; moreover, derivatives of R will now be taken with respect to arguments such
as ΦX instead of X and that makes that the Bianchi identity does not directly help. In
conclusion, we get the following new requirements

e∑
X,Y,Z,U

ω
(
DV

ΦmXR(Z, U)V − (DV

R(Z,U)Φ
m)(X)V , Y H

)
= 0, (65)

which in the context of the last lemma would be imposed only for m = 1, 2, 3, plus
analogous conditions with horizontal and vertical lifts or derivatives interchanged.

We have now obtained extra requirements more closely defining the module Σ2, namely
not only the ones just mentioned, but also those which came out of the analysis of the
preceding section: (34), (36), and (38,39). However, continuing further at this level of
generality is not profitable.

6 Beyond the differential ideal: examples

In all practical situations, the algebraic conditions discussed so far will establish either
that no non-degenerate multiplier exists, or that we have reached the stage of a differential
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ideal. In the latter case we then construct a Kähler lift gK in the ideal which is closed. In
principle, this means addressing the Pfaffian system of equations (7), which is of course a
particular way of representing a system of partial differential equations for the unknown
functions rk. While it is certainly true that the Cartan-Kähler theory is a powerful vehicle
to decide about the integrability of such equations and the generality of their solutions,
a drawback of (7) is that it is set up in such a general way as to lose contact with
the specific geometrical structure of the inverse problem. For example, the symmetry
relating to horizontal and vertical parts, suggest splitting (7) into its horizontal and
vertical components. But that inevitably must be equivalent to considering the partial
differential equations of the inverse problem the way they were encoded geometrically in
their most compact form in (2).

In other words, what we are advocating here is that, once we have reached a differential
ideal, we go back to the partial differential equations in the original Helmholtz conditions,
for example, in the representation

DV

Xg(Y, Z) = DV

Y g(X, Z), ∇g = 0, (66)

and specifically in that order. Indeed, by splitting the equations for the rk in that way,
we expect that they will become quite tractable: the first set of equations will determine
the allowed velocity dependence of the unknown rk, and ∇g = 0 will subsequently further
restrict the arbitrary functions which may turn up in solving the first part. It may
look rather disappointing that, after all the efforts of the differential ideal process, we
now still have to address two of the three Helmholtz conditions (2). But we knew from
the beginning that the differential ideal process was not going to solve these equations.
The point is that, specifically by the way we have pursued obtaining ‘efficient’ algebraic
conditions in that process, the algebraic freedom in the module of admissible 2-forms will
likely be restricted in such a way, that addressing the equations (66) directly will now
become possible.

We will finish with two illustrations, one in which the differential ideal process leads to
a negative result, and one where we reach the final stage and subsequently solve the
partial differential equations for the rk. For these examples, we consider cases where Φ
is diagonalisable with distinct eigenvalues and go back to the situation described at the
end of Section 4. So, if the hope is that we will reach a decisive state at that point, it
means that we are in the situation described by Proposition 4.2, so that Σ1 generates a
differential ideal, or that the conditions in that statement lead to the conclusion that no
non-degenerate multiplier can exist.

The following is an important preliminary observation. Conditions which involve ∇Φ,
∇R or other covariant derivatives of these tensors are likely to produce restrictions which
contain the functions ∇λ(a) and even ∇τa

bc (or other derivatives of structure functions)
and will prompt for further assumptions about ∇Φ, for example. The curvature condition
(19) is more interesting to look at first, therefore, because it is purely algebraic in the
structure functions τa

bc, as we have seen with (56). It turns out that also (38) is of such a
nature in the case of diagonalisable Φ we are considering. Indeed, we have

(DV

ΦXa
Φ)(Xb) = λ(a)Xa

V (λ(b))Xb + λ(a)(λ(b) − λ(c))τ
c
abXc,
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from which it follows that for a 2-form of type ω = h̄aaφ
aa,

ω
(
(DV

ΦXa
Φ(Xb)−DV

ΦXb
Φ(Xa))

V , Xc
H
)

= h̄bbλ(a)Xa
V (λ(b))δbc − h̄aaλ(b)Xb

V (λ(a))δac

+ h̄cc

(
λ(a)(λ(b) − λ(c))τ

c
ab − λ(b)(λ(a) − λ(c))τ

c
ba

)
.

But for taking the cyclic sum (38), we need to take a, b, c distinct, so that derivatives of
the eigenvalues will disappear. The condition in the end reduces to

∑

abc

λ(c)(λ(a) − λ(b))(h̄aaτ
a
cb + h̄bbτ

b
ca) = 0, (67)

which has a remarkable resemblance to (56). In fact, it is interesting to work out some
conclusions from the combination of the conditions (56) and (67). To fix the idea, take
{a, b, c} = {1, 2, 3} and put for example: H12 = (λ(1) − λ(2))G12, with G12 = (h̄11τ

1
32 +

h̄22τ
2
31). Then, it is easy to see that the combination of both conditions is equivalent to

requiring that G12 = G23 = G31. So, for example in dimension 3, we get the following two
conditions of curvature type,

h̄11τ
1
32 + h̄22(τ

2
31 − τ 2

13)− h̄33τ
3
12 = 0, (68)

h̄11τ
1
23 − h̄22τ

2
13 + h̄33(τ

3
21 − τ 3

12) = 0, (69)

which actually only involve τa
bc with a, b, c distinct. In dimension 4, there will already be

8 of such conditions, coming from the 4 combinations of 3 distinct indices: if these are
not identically satisfied, chances are small that there will still be a non-degenerate ω.

Our first example is taken from [7] and is shown there to have no Lagrangian. We wish
to confirm that we come to the same conclusion. Consider the 4-dimensional system (b
constant)

ẍ = b ẋẇ,

ÿ = ẏẇ,

z̈ = (1− b) ẋẏ + by ẋẇ − bx ẏẇ + (b + 1) żẇ,

ẅ = 0.

With u, v, s, t as notation for the derivatives, we have

4 Φ =




−b2t2 0 0 b2ut
0 −t2 0 vt
a1 a2 a3 a4

0 0 0 0


 ,

where

a1 = (2b + 1)(b + 1)tv − (2b + 1)byt2,

a2 = −(b + 1)(b + 2)ut + b(b + 2)xt2,

a3 = −(b + 1)2t2,

a4 = b(2b + 1)yut + (1− b2)uv − b(b + 2)xvt + (b + 1)2st.
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The eigenvalues and corresponding eigenvectors are

−b2t2 and (t, 0, (b + 1)v − byt, 0)

t2 and (0, bt, bxt− (b + 1)u, 0)

−(b + 1)2t2 and (0, 0, 1, 0)

0 and (u, v, s, t)

It is easy to compute structure functions, as defined by (51); of the ones with distinct
indices, only the following two appear to be non-zero:

τ 3
21 = (b + 1)bt, τ 3

12 = −(b + 1)t.

For having distinct eigenvalues, we have to require that b 6= 0 and b 6= −1. The 8 condi-
tions coming from (56) and (67), applied to the multiplier gab we are now constructing,
then reduce to 2 and they both require that g33 = 0, so that there is indeed no non-
singular multiplier. Of course it is a fact that, as shown in [7], the curvature condition by
itself already leads to this conclusion, so that there is no real contribution from the extra
condition (67).

To get beyond the differential ideal step we choose, as our second example, a three-
dimensional system inspired by one of the favourable two-dimensional cases in [6]. Con-
sider the system

ẍ = −x,

ÿ = y−1(1 + ẏ2 + ż2),

z̈ = 0

on an appropriate domain. Denoting the derivatives by u, v, w, Φ this time is given by

Φ =
1

y2




y2 0 0
0 2(1 + w2) −2vw
0 0 0




Eigenvalues and corresponding eigenvectors are:

0 and (0, vw, 1 + w2)

1 and (1, 0, 0)

2y−2(1 + w2) and (0, y, 0)

The eigenvectors Xa are chosen in such a way that ∇Xa = 0, which is possible because
∇Φ commutes with Φ in this case. The corresponding dual basis of eigenforms is given
by

φ1 =
1

1 + w2
θ3, φ2 = θ1, φ3 =

1

y
θ2 − vw

y(1 + w2)
θ3.

Again, the structure functions τa
bc are easy to compute and they are zero, except the

following:

τ 3
11 =

v

y
, τ 1

11 = 2w, τ 3
31 = w.
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It is immediately clear that this implies that the conditions (68) and (69) are identically
satisfied because all the τ ’s involved are zero. Going back to the result expressed in
Proposition 4.2, we have just dealt with (19) and (38). Let us introduce also horizontal
structure functions by DH

Xa
Xb = νc

abXc, and observe now that in view of the similarity
in structure between (35) and (37), and also between (38) and (39), the explicit form of
the conditions (36) and (39), for example for n = 3, will be the same as (68) and (69),
with νc

ab replacing τ c
ab. But in view of the commutator identity [∇, DV

X ] = DV
∇X − DH

X ,
and the fact that we chose the Xa to be ∇-invariant, we simply have νa

bc = −Γ(τa
bc) here

and thus these two other conditions will be identically satisfied as well. It remains to
look at (34), but this will hold trivially because ∇Φ commutes with Φ. We conclude from
Proposition 4.2 that Σ1 generates a differential ideal.

The admissible g’s are of the form g =
∑

k rk φk ⊗ φk and following the scheme explained
at the beginning of this section, we now start looking at the equations to be satisfied by
the rk. For the vertical closure conditions in (66), it is convenient to re-express g in the
standard basis of θi, from which we learn that

g11 = r2, g22 =
r3

y2
, g33 =

1

(1 + w2)2

(
r1 + r3

v2w2

y2

)
,

g12 = g13 = 0, g23 = −r3
vw

y2(1 + w2)
.

The vertical closure conditions then are

∂g11

∂v
=

∂g11

∂w
= 0,

∂g22

∂u
=

∂g33

∂u
= 0,

∂g22

∂w
=

∂g23

∂v
,

∂g33

∂v
=

∂g23

∂w
,

or translated into equations for the rk,

∂r2

∂v
=

∂r2

∂w
= 0,

∂r3

∂u
=

∂r1

∂u
= 0,

(1 + w2)
∂r3

∂w
+ vw

∂r3

∂v
= −r3w,

and

y2∂r1

∂v
= −v2w2∂r3

∂v
− vw(1 + w2)

∂r3

∂w
− r3v(1 + w2).

The solution of these equations is quite straightforward. We have that r2 can depend on
u only and of course also arbitrarily on x, y, z, t for the moment. r3, on the other hand,
cannot depend on u and using the the method of characteristics on the other equation
which involves r3 only gives

r3 =
1

v
χ(ξ), with ξ =

v√
1 + w2

,
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where χ is an arbitrary function of the indicated argument, which again can further
depend on x, y, z, t. The last equation and the fact that r1 cannot depend on u either,
then produces

r1 = −
√

1 + w2

y2
ψ(ξ) + ζ(w),

where ψ′ = χ and, like ψ, the arbitrary ζ can further depend on x, y, z, t.

It remains to impose that ∇g must be zero. Since ∇φa = 0 by construction, this simply
means that the rk must be first integrals. The conclusion for r2 is immediately that it
cannot depend on y and z and simply must be a first integral of the equation ẍ = −x.
Equating Γ(r3) = 0, we see that χ can no longer depend on x and further must satisfy:

(
ξ +

1

ξ

)
∂χ

∂ξ
+ y

∂χ

∂y
+

y

v

(
w

∂χ

∂z
+

∂χ

∂t

)
−

(
1 +

1

ξ2

)
χ = 0.

Now every function which depends on v and w through the variable ξ only, gives zero
when acted upon by the vector field (1 + w2)∂/∂w + vw∂/∂v. Applying this operator to
the left-hand side of the above equation, it follows that we must have

∂χ

∂z
− w

∂χ

∂t
= 0,

and repeating the same process subsequently implies that χ cannot depend on z and t at
all. The reduced equation for χ then can easily be solved by the method of characteristics
again and yields

χ(ξ, y) = ξ χ0(

√
1 + ξ2

y
),

where χ0 is an arbitrary function of the indicated single argument. With this further
restriction, one can verify that the first term in the expression for r1 is a first integral,
and if the same must hold for ζ, this function cannot depend on x and y and simply has
to be a first integral of the equation z̈ = 0. In summary, the general solution for the rk is
given by

r1 = −
√

1 + w2

y2
ψ(ξ, y) + ζ(w, z, t),

r2 = σ(u, x, t)

r3 =
1

v
χ(ξ, y) =

ξ

v
χ0(

√
1 + ξ2

y
), ξ =

v√
1 + w2

,

where χ0 is further arbitrary, ∂ψ/∂ξ = χ, ζ is a first integral of the equation z̈ = 0, and
σ a first integral of the equation ẍ = −x.

In a forthcoming paper, we plan to apply these techniques more systematically to the iden-
tification of a number of classes of three-dimensional (and possibly higher-dimensional)
systems for which a multiplier exists. The last example here, for example, belongs to a
class which is characterized by the fact that two of the eigenform co-distributions of a
diagonalisable Φ are integrable, and the third one is not and this is one of the cases we
shall be able to treat in all generality, even in any dimension.
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