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The inclusion-exclusion formula states

|A1 ∪A2 ∪ . . . ∪An| =
∑

i

|Ai| −
∑
i<j

|Ai ∩Aj |+ ∑
i<j<k

|Ai ∩Aj ∩Ak| − . . .− (−1n)|A1 ∩ . . . ∩An| .

Obviously every term on the right-hand side is needed to determine the size of the union. At this
point we can ask if it is possible to give an approximate inclusion-exclusion formula. More formally we
ask:

Given integers m,n with m < n and sets A1, . . . , An and B1, . . . , Bn where not all Bi are empty and
where ∣∣∣∣⋂

i∈S

Ai

∣∣∣∣ =
∣∣∣∣⋂
i∈S

Bi

∣∣∣∣
for every subset S ⊆ {1, . . . , n} such that |S| < m, what is the smallest (or largest) possible value for the
fraction

|A1 ∪ . . . ∪An|
|B1 ∪ . . . ∪Bn|

?

In [1] N. Linial and N. Nisan use linear programming to reduce this question to questions in approxi-
mation theory and in particular to the theory of Chebyshev polynomials. Their bound is nearly optimal
for m ≤

√
n, but for larger m the bound gets worse. In this paper we give an explicit bound for m = n−2

and improve the asymptotic bound for n = n− d, d fixed.
As an application we will construct a contrast optimal (n− 1)-out-of-n visual cryptography scheme.
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