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#### Abstract

For $\alpha$ less than $\varepsilon_{0}$ let $N \alpha$ be the number of occurrences of $\omega$ in the Cantor normal form of $\alpha$. Further let $|n|$ denote the binary length of a natural number $n$, let $|n|_{h}$ denote the $h$-times iterated binary length of $n$ and let $\operatorname{inv}(n)$ be the least $h$ such that $|n|_{h} \leq 2$. We show that for any natural number $h$ first order Peano arithmetic, PA, does not prove the following sentence: For all $K$ there exists an $M$ which bounds the lengths $n$ of all strictly descending sequences $\left\langle\alpha_{0}, \ldots, \alpha_{n}\right\rangle$ of ordinals less than $\varepsilon_{0}$ which satisfy the condition that the Norm $N \alpha_{i}$ of the $i$-th term $\alpha_{i}$ is bounded by $K+|i| \cdot|i|_{h}$.

As a supplement to this (refined Friedman style) independence result we further show that e.g. primitive recursive arithmetic, PRA, proves that for all $K$ there is an $M$ which bounds the length $n$ of any strictly descending sequence $\left\langle\alpha_{0}, \ldots, \alpha_{n}\right\rangle$ of ordinals less than $\varepsilon_{0}$ which satisfies the condition that the Norm $N \alpha_{i}$ of the $i$-th term $\alpha_{i}$ is bounded by $K+|i|$. $\operatorname{inv}(i)$. The proofs are based on results from proof theory and techniques from asymptotic analysis of Polya-style enumerations.

Using results from Otter and from Matoušek and Loebl we obtain similar characterizations for finite bad sequences of finite trees in terms of Otter's tree constant $2.9557652856 \ldots$


[^0]
## 1 Introduction and Motivation

A fascinating result of ordinal analysis is the classification of the provably recursive functions of first order Peano arithmetic PA in terms of the Hardy-Wainer hierarchy $\left(H_{\alpha}\right)_{\alpha<\varepsilon_{0}}$. If PA proves $\forall x \exists y T(e, x, y)$ for some natural number $e$, then there exists some $\alpha<\varepsilon_{0}$ such that $\{e\}$ is elementary recursive in $H_{\alpha}$. Moreover, if $\left\{e_{0}\right\}=H_{\varepsilon_{0}}$ then PA does not prove $\forall x \exists y T\left(e_{0}, x, y\right)$. These classical results can be reformulated neatly in terms of purely combinatorial independence results as follows. For a binary number-theoretic function $f$ let $A(f)$ be the assertion $\forall K \exists M \forall n \forall \alpha_{0}, \ldots, \alpha_{n}<\varepsilon_{0}\left[\alpha_{0}>\ldots>\alpha_{n} \& \forall i \leq n\left[N \alpha_{i} \leq\right.\right.$ $f(K, i)] \Longrightarrow n \leq M]$ where $N \alpha$ denotes the number of occurrences of $\omega$ in the Cantor normal form of $\alpha$. Then, by the preceding, PA $\nvdash A(f)$ where $f(k, i):=k \cdot i$ !. From the mathematical point of view it seems quite natural to investigate whether this result can be sharpened by using functions $f$ which grow slower than $k, i \mapsto k \cdot i$ !. According to Simpson [12] (or Smith [13]) Friedman already showed $\mathrm{PA} \nvdash A(f)$ where $f(k, i):=k \cdot(i+1)$ (or even $f(k, i):=k+i$ ). In this paper we characterize the class of functions $f$ with $\mathrm{PA} \nvdash A(f)$ in a nearly optimal way. The proof combines methods from proof theory with methods from pure mathematics ${ }^{1}$. To the author it has been a surprise that analytical methods from infinitesimal calculus can be applied to metamathematical issues like unprovability assertions.

Our investigation is inspired by [6] where a related problem in the context of finite trees has been solved. The main result of [6] is strengthened in Section 4.

## 2 A proof of the unprovability result

Conventions. Throughout this paper small Greek letters range over ordinals less than $\varepsilon_{0}$ and small Latin letters range over non negative integers. By $\log \left(\ln , \log _{3}\right)$ we denote the logarithm with respect to base $2(e, 3)$, where e denotes the Euler number $2.71828 \ldots=\sum_{n=0}^{\infty} \frac{1}{n!}$. The least natural number greater than or equal to a given non negative real number $x$ is denoted by $\lceil x\rceil$. The greatest natural number smaller than or equal to a given real number $x$ is denoted by $\lfloor x\rfloor$. The binary length $|n|$ of a natural number $n$ is defined by $|n|:=\lceil\log (n+1)\rceil$. The $h$-times iterated length function $|\cdot|_{h}$ is defined recursively as follows $|x|_{0}:=x$ and $|x|_{h+1}:=\left||x|_{h}\right|$. Further let $\operatorname{inv}(n)$ be the least natural number $h$ such that $|n|_{h} \leq 2$. As usual we assume that the ordinals less than $\varepsilon_{0}$ are available in PA via a standard coding.

In this section we prove the following result.
Theorem 1. For all natural numbers $h$, PA $\nvdash \forall K \exists M \forall n \forall \alpha_{0}, \ldots, \alpha_{n}<\varepsilon_{0}\left[\alpha_{0}>\right.$ $\left.\ldots>\alpha_{n} \& \forall i \leq n\left[N \alpha_{i} \leq K+|i| \cdot|i|_{h}\right] \Longrightarrow n \leq M\right]$.

[^1]For this purpose it is convenient for us to recall an independence result from [15].

Definition 1. For $x<\omega$ and $\alpha<\varepsilon_{0}$ let

$$
A_{\alpha}(x):=\max \left\{A_{\beta}(x)+1: \beta<\alpha \& N \beta \leq N \alpha+x\right\} .
$$

As usual put $\omega_{0}(\alpha):=\alpha$ and $\omega_{n+1}(\alpha):=\omega^{\omega_{n}(\alpha)}$. Further let $\omega_{m}:=\omega_{m}(1)$.
Lemma 1. 1. $A_{\alpha}(x)=\max \left\{n:\left(\exists \alpha_{0}, \ldots, \alpha_{n}<\varepsilon_{0}\right)\left[\alpha=\alpha_{0}>\ldots>\right.\right.$ $\left.\left.\alpha_{n} \&\left[(\forall i<n) N \alpha_{i+1} \leq N \alpha_{i}+x\right]\right]\right\}$.
2. PA $\nvdash \forall K \exists n A_{\omega_{K}}(1)=n$. Moreover $K \mapsto A_{\omega_{K}}(1)$ eventually dominates every provably recursive function of PA.

Proof. See, for example, [15].
Definition 2. For natural numbers $k$ and $h$ define

$$
S_{k}^{h}:=\left\{\alpha<\omega_{h}: N \alpha=k\right\}
$$

and let $s_{k}^{h}$ be the number of elements in $S_{k}^{h}$. Moreover let

$$
S_{\leq k}^{h}:=\left\{\alpha<\omega_{h}: N \alpha \leq k\right\}
$$

and let $s_{\leq k}^{h}$ be the number of elements in $S_{\leq k}^{h}$.
Then $s_{\leq k}^{h}=\sum_{l \leq k} s_{l}^{h}$ and we have $s_{k}^{h} \leq s_{l}^{h}$ for $k \leq l$ and $h>0$ since if $N \alpha=k$ then $N(\alpha+l-k)=l$ for $l \geq k$. The following lemma (which is provable in $\mathrm{RCA}_{0}$ ) yields a partial asymptotic analysis of $S_{k}^{h}$.

Lemma $2\left(\mathrm{RCA}_{0}\right)$. For any $h \geq 3$ there exist a constant $C_{h}>0$ and a natural number $K_{h}$ such that $s_{k}^{h} \geq 2^{C_{h} \cdot \frac{k}{|k|_{h-2}}}$ for $k \geq K_{h}$.

Using Lemma 1 and Lemma 2 we can show Theorem 1 as follows.
Proof of Theorem 1. The idea of the proof is to construct a slowed down long sequence $\left(\alpha_{i}\right)$ from a given long sequence $\left(\alpha_{i}^{\prime}\right)$ which witnesses the definedness of $A_{\omega_{m}}(1)$ for an appropriate $m$. The details are as follows.

Let $h$ be given. Let $h^{\prime}:=h+3$. Since $h^{\prime} \geq 3$ we may pick $K_{h^{\prime}}$ and $C_{h^{\prime}}$ according to Lemma 2. Let $D$ be a constant such that

$$
\begin{gather*}
|i|_{h^{\prime}-2} \geq \frac{1}{C_{h^{\prime}}} \cdot \|\left.\left. i|\cdot| i\right|_{h^{\prime}-2}\right|_{h^{\prime}-2}  \tag{1a}\\
|i| \cdot|i|_{h^{\prime}-2} \geq K_{h^{\prime}} \tag{1b}
\end{gather*}
$$

and

$$
\begin{equation*}
|i|_{h^{\prime}-2}+1 \leq|i|_{h^{\prime}-3} \tag{1c}
\end{equation*}
$$

hold for $i \geq D$.

Let an arbitrary number $K$ be given. Without loss of generality we may assume that $m:=m(K):=\left\lfloor\frac{K-D}{2}\right\rfloor-1 \geq h^{\prime}$.

Assume that $\omega_{m}=\alpha_{0}^{\prime}>\ldots>\alpha_{M}^{\prime}$ is a sequence with $M=A_{\omega_{m}}(1), N \alpha_{0}^{\prime}=$ $m+1$ and $N \alpha_{i+1}^{\prime} \leq N \alpha_{i}^{\prime}+1$ for $0 \leq i<M$. Consider

$$
M_{i}:=S_{\leq|i| \cdot|i|_{h^{\prime}-2}}^{m}
$$

for $i \geq D$. Assume that enum $_{i}$ is the enumeration function for $M_{i}$, i.e. enum $_{i}(l)$ is the $l$-th (with respect to $\leq$ ) member of $M_{i}$. Let $\alpha_{i}:=\omega_{m}\left(\alpha_{|i|}^{\prime}\right)+\operatorname{enum}_{i}\left(2^{|i|}-i\right)$ for $M \geq i>D$ and $\alpha_{i}:=\omega_{m+m}+D-i$ for $i \leq D$. Then $\left(\alpha_{i}\right)_{i \leq M}$ is well-defined. Indeed, by (1a), (1b) and Lemma 2 there are at least

$$
2^{C_{h^{\prime}} \frac{|i| \cdot|i|_{h^{\prime}}-2}{\mid \overline{|i| \cdot|i| h_{h^{\prime}}-2_{h^{\prime}}-2}} \geq 2^{|i|} \geq i}
$$

elements in $S_{|i| \cdot|i|_{h^{\prime}-2}}^{h^{\prime}}$ hence in $M_{i}$ for $i \geq D$. Moreover, we have $N \alpha_{|i|}^{\prime} \leq$ $N \alpha_{0}^{\prime}+|i|=m+1+|i|$ for $1 \leq i \leq M$. Now (1c) and the definition of $m$ yield $N \alpha_{i} \leq K+|i| \cdot\left(|i|_{h^{\prime}-2}+1\right) \leq K+|i| \cdot|i|_{h^{\prime}-3}=K+|i| \cdot|i|_{h}$ for $D<i \leq M$. The definition of $m$ further yields $N \alpha_{i} \leq K+|i| \cdot|i|_{h}$ for $1 \leq i \leq D$. Thus $N \alpha_{i} \leq K+|i| \cdot|i|_{h}$ for $1 \leq i \leq M$. Further we have $\alpha_{i}<\alpha_{j}$ for $i>j$. For if $|i|>|j|$ then this holds due to $\alpha_{|j|}^{\prime}>\alpha_{|i|}^{\prime}$ and if $|i|=|j|$ then $M_{i}=M_{j}$ and $2^{|i|}-i<2^{|i|}-j$. Finally, since $K \mapsto A_{\omega_{m(K)}}(1)$ eventually dominates every provably recursive function of PA , the lengths $M$ of the sequences $\left(\alpha_{i}\right)_{i \leq M}$ as a function of $K$ cannot be proved to exist in PA either.

We are left with proving Lemma 2. This will be done in a sequel of sublemmas.

Lemma $3\left(\mathrm{RCA}_{0}\right)$. There is a natural number $K_{2}$ such that $s_{k}^{2} \geq \mathrm{e}^{2 \sqrt{k}}$ for $k \geq K_{2}$.

Proof. Let $p_{k}$ be the number of integer partitions of $k$, i.e. the number of ordered tuples $\left(i_{1}, \ldots, i_{m}\right)$ such that $i_{1} \geq \ldots \geq i_{m} \geq 1$ and $\sum_{n=1}^{m} i_{n}=k$. Then $p_{k}=s_{k}^{2}$. Indeed, each integer partition $\left(i_{1}, \ldots, i_{m}\right)$ of $k$ corresponds to an element $\omega^{i_{1}-1}+\cdots+\omega^{i_{m}-1} \in S_{k}^{2}$ and vice versa. Now use the partion theorem

$$
\lim _{k \rightarrow \infty} \frac{p_{k} \cdot 4 \sqrt{3} k}{\mathrm{e}^{\pi \sqrt{\frac{2}{3} k}}}=1
$$

(See, for example, [4] or section 2 of [8] for a proof).
For $h \geq 3$ and natural numbers $p, q$ let $R^{h}(p, q)$ be the set of ordinals $\alpha<\omega_{h}$ which have a Cantor normal form $\alpha=\omega^{\alpha_{1}}+\cdots+\omega^{\alpha_{p}}$ of length $p$ where $N \alpha_{i}=q$ for $1 \leq i \leq p$. Further let $r^{h}(p, q)$ be the number of elements in $R^{h}(p, q)$. Then $r^{h}(p, q) \leq s_{p \cdot(q+1)}^{h}$.
Lemma $4\left(\mathrm{RCA}_{0}\right)$. There exists a natural number $K_{3}$ such that $s_{k}^{3} \geq 2^{\frac{k}{|k|}}$ for all $k \geq K_{3}$.

Proof. ${ }^{2}$ For any choice of $p$ and $q$ with $p \cdot(q+1) \leq k$ we have $r^{3}(p, q) \leq s_{k}^{3}$. Thus it suffices to find a lower bound for $r^{3}(p, q)$ for appropriate $p$ and $q$.

Let $p:=p(k):=\left\lfloor\frac{k}{|k|^{2}}\right\rfloor$ and $q:=q(k):=|k|^{2}-1$. Then, of course, $p \cdot(q+1) \leq$ $k$ and $s_{k}^{3} \geq s_{p \cdot(q+1)}^{3} \geq r^{3}(p, q)$. There exists a natural number $K_{3}$ such that for $k \geq K_{3}$ the following holds

$$
\begin{equation*}
\sqrt{q} \cdot p \geq \frac{1}{\log \mathrm{e}} \cdot \frac{k}{|k|} \tag{3a}
\end{equation*}
$$

since $\lim _{k \rightarrow \infty} \frac{\sqrt{q} \cdot p}{\frac{k}{|k|}}=1$,

$$
\begin{equation*}
(\log (\mathrm{e})-1) \cdot \sqrt{q} \cdot p \geq|p| \tag{3b}
\end{equation*}
$$

since $\lim _{k \rightarrow \infty} p(k)=+\infty$

$$
\begin{equation*}
\sqrt{q} \cdot p \geq p \cdot|p| \tag{3c}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{q}^{2} \geq \mathrm{e}^{2 \sqrt{q}} \tag{3d}
\end{equation*}
$$

by Lemma 3 .
We have $r^{3}(p, q) \geq \frac{\left(s_{q}^{2}\right)^{p}}{p!}$ since for fixed $p$ there are at least $\left(s_{q}^{2}\right)^{p}$ sequences of length $p$ with entries in $S_{k}^{2}$. Since we have to consider only ordered sequences we have to divide this number by $p$ !.

Since $p!\leq\left(\frac{p}{\mathrm{e}}\right)^{p} \cdot p \cdot \mathrm{e}$ we obtain by $(3)$ that $r^{3}(p, q) \geq \frac{\left(\mathrm{e}^{2} \sqrt{q}\right)^{p}}{p!} \geq \frac{\mathrm{e}^{2 \cdot \sqrt{q} \cdot p} \cdot \mathrm{e}^{p-1}}{p^{p+1}} \geq$ $2^{2 \sqrt{q} \cdot p \cdot \log (\mathrm{e})-(p+1) \cdot \log (p)} \geq 2^{\log \mathrm{e} \cdot \sqrt{q} \cdot p} \geq 2^{\frac{k}{|k|}}$.

Proof of Lemma 2. By induction on $h \geq 3$. The case $h=3$ is done in Lemma 4. Assume now that the assertion holds for $h-1 \geq 3$. For any choice of $p$ and $q$ with $p \cdot(q+1) \leq k$ we have $r^{h}(p, q) \leq s_{k}^{h}$. Thus it suffices to find a lower bound for $r^{h}(p, q)$ for appropriate $p$ and $q$. Let $p:=p(k):=\left\lfloor\frac{k}{|k|^{2}}\right\rfloor$ and $q:=q(k):=|k|^{2}-1$. Then, of course, $p \cdot(q+1) \leq k$. Let $r:=r^{h}(p, q)$. There exists a natural number $K_{h}$ such that for $k \geq K_{h}$ the following holds

$$
\begin{gather*}
p \cdot \frac{q}{|q|_{h-3}} \geq \frac{3}{4} \frac{k}{|k|_{h-2}},  \tag{4a}\\
C_{h-1} \cdot \frac{1}{8} \cdot \frac{q}{|q|_{h-3}} \cdot p \geq|p|,  \tag{4b}\\
C_{h-1} \cdot \frac{1}{8} \cdot \frac{q}{|q|_{h-3}} \geq|p| \tag{4c}
\end{gather*}
$$

since $\lim _{k \rightarrow \infty} \frac{|k|}{\left.| | k\right|^{2}-1 \mid+1}=+\infty$ and

$$
\begin{equation*}
s_{q}^{h-1} \geq 2^{C_{h-1} \cdot \frac{q}{|q|_{h-3}}} \tag{4~d}
\end{equation*}
$$

[^2]due to the induction hypothesis since $\lim _{k \rightarrow \infty} q=+\infty$.
The proof has now a similar structure as the proof of the previous lemma. First we have $r \geq \frac{\left(s_{q}^{h-1}\right)^{p}}{p!}$ by a similar reasoning as in the previous proof. Since $p!\leq\left(\frac{p}{\mathrm{e}}\right)^{p} \cdot p \cdot \mathrm{e}$ we obtain by (4) that $r \geq \frac{\left(2^{C_{h-1} \left\lvert\, \frac{q}{\mid h-3}\right.}\right)^{p}}{p!} \geq 2^{C_{h-1} \cdot \frac{p \cdot q}{\mid q \cdot h_{h-3}}} \cdot \frac{\mathrm{e}^{p-1}}{p^{p+1}} \geq$ $2^{C_{h-1} \frac{p \cdot q}{|q| h-3}-(p+1) \log p} \geq 2^{C_{h-1} \cdot \frac{3}{4} \cdot \frac{p \cdot q}{q \mid h_{h-3}}} \geq 2^{C_{h-1} \cdot \frac{3}{4} \frac{3}{4} \cdot \frac{k}{|k|_{h-2}}} \geq 2^{C_{h} \cdot \frac{k}{|k|_{h-2}}}$ where $C_{h}:=\frac{C_{h-1}}{2}$.

The proof shows that we may put $C_{h}:=\left(\frac{1}{2}\right)^{h-3}$.

## 3 Proof of the provability assertion

In this section we show the following theorem. (Recall that $\operatorname{inv}(i)$ is the least $h$ such that $|i|_{h} \leq 2$.)

Theorem 2. PRA $\vdash \forall K \exists M \forall n \forall \alpha_{0}, \ldots, \alpha_{n}<\varepsilon_{0}\left[\alpha_{0}>\ldots>\alpha_{n} \& \forall i \leq\right.$ $\left.n\left[N \alpha_{i} \leq K+|i| \cdot \operatorname{inv}(i)\right] \Longrightarrow n \leq M\right]$.

Corollary 1. PRA $\vdash \forall K \exists M \forall n \forall \alpha_{0}, \ldots, \alpha_{n}<\varepsilon_{0}\left[\alpha_{0}>\ldots>\alpha_{n} \& \forall i \leq\right.$ $\left.n\left[N \alpha_{i} \leq K+|i| \cdot K\right] \Longrightarrow n \leq M\right]$.

Theorem 2 follows from the following Lemma. (Recall that $s_{\leq k}^{h}$ is the number of elements in $S_{\leq k}^{h}$. Moreover let $\log _{3}^{n+1}(k)=\log _{3}\left(\log _{3}^{n}(k)\right)$ where $\log _{3}^{1}(k)=$ $\left.\log _{3}(k)\right)$ and similarly let $\ln ^{n+1}(k)=\ln \left(\ln ^{n}(k)\right)$ where $\left.\ln ^{1}(k)=\ln (k)\right)$.

Lemma 5. Let $h \geq 3$. There exists a constant $C_{h}>0$ such that for all $k$ with $\log _{3}^{h-2}(k) \geq 1$ we have $s_{\leq k}^{h} \leq 2^{C_{h} \cdot \frac{k}{\log _{3}^{h-2}(k)}}$.
Proof of Theorem 2. We argue informally in PRA while assuming that the proof of Lemma 5 can be formalized in $\mathrm{RCA}_{0}$ so that the assertion of Lemma 5 holds in PRA. Let $3_{0}(k):=k$ and $3_{m+1}(k):=3^{3_{m}(k)}$. Assume that $K$ is given. Choose $C_{K}$ according to Lemma 5. Let $N:=3_{K}\left(K+C_{K}\right)$. Assume that we have given a sequence $\alpha_{0}>\ldots>\alpha_{n}$ with $N \alpha_{i} \leq K+|i| \cdot \operatorname{inv}(i)$ for $i \leq n$. We claim that $n \leq N$. Otherwise $\omega_{K-1}>\alpha_{1}>\ldots>\alpha_{N+1}$ would be a sequence with $N \alpha_{i} \leq K+|N+1| \cdot \operatorname{inv}(N+1)$ for $1 \leq i \leq N+1$. By Lemma $5 N+1$ is bounded by

$$
2^{C_{K} \cdot \frac{K+|N+1| \cdot \operatorname{inv}(N+1)}{\log _{3}^{K-2}(K+|N+1| \cdot \operatorname{inv}(N+1))}} \leq 2^{C_{K} \cdot \frac{K+\left(3_{K-1}\left(K+C_{K}\right)+1\right) \cdot 2 \cdot\left(K+C_{K}\right)}{3^{K+C_{K}}}}<N
$$

Contradiction.
Proof of Lemma 5. Let $t_{k}^{h}\left(t_{\leq k}^{h}\right)$ be the number of finite rooted trees which have height bounded by $h$ and which have $k$ (at most $k$ ) nodes. It is easily seen that the number of elements in $S_{\leq k}^{h}$ is bounded by $t_{\leq k}^{h}+1$. Indeed, to any $\alpha$ in this set we define inductively a tree as follows. If $\alpha=\overline{0}$ then $T(\alpha)$ consist of a singleton tree. Assume that $\alpha$ has the Cantor normal form $\omega^{\alpha_{1}}+\cdots+\omega^{\alpha_{n}}$. Assume that
we assigned inductively trees $T\left(\alpha_{1}\right), \ldots, T\left(\alpha_{n}\right)$ to $\alpha_{1}, \ldots, \alpha_{n}$. Then we assign to $\alpha$ the rooted tree with immediate subtrees $T\left(\alpha_{1}\right), \ldots, T\left(\alpha_{n}\right)$. For different ordinals we obtain different non isomorphic trees. If $\alpha<\omega_{K}$ then the height of $T(\alpha)$ is bounded by $K$ and if $N \alpha \leq k$ then $T(\alpha)$ has at most $k+1$ nodes.

Now we want to obtain non trivial bounds on $t_{\leq k}^{h}$. For this we first compute bounds on $t_{k}^{h} .{ }^{3}$ Let $T^{h}$ be the generating function for the sequence $\left(t_{k}^{h}\right)_{k=0}^{\infty}$. Thus $T^{h}(x)=\sum_{k=0}^{\infty} t_{k}^{h} \cdot x^{k}=\sum_{n=1}^{\infty} t_{k}^{h} \cdot x^{k}$ since $t_{0}^{h}=0$. Let $p_{j}$ denote the number of integer partitions of $j$, i.e. the number of sequences $\left(i_{1}, \ldots, i_{k}\right)$ with $i_{1} \geq \ldots \geq i_{k} \geq 1$ and $i_{1}+\cdots+i_{k}=j$. Then, $T^{2}(x)=x \cdot \sum_{j=1}^{\infty} p_{j} \cdot x^{j}+\frac{x}{1-x}$ since trees of height 2 correspond to integer partitions in a unique fashion and trees of height 1 correspond uniquely to natural numbers.

According to [10] we have

$$
\begin{equation*}
T^{h+1}(x)=\sum_{n=1}^{\infty} t_{n}^{h+1} \cdot x^{n}=x \cdot \mathrm{e}^{\sum_{j=1}^{\infty} \frac{T^{h}\left(x^{j}\right)}{j}}=x \cdot \prod_{j=1}^{\infty} \frac{1}{\left(1-x^{j}\right)^{t_{j}^{h}}} . \tag{5}
\end{equation*}
$$

for all $x \in] 0,1[$.
Let $\mathrm{e}_{0}(k):=k$ and $\mathrm{e}_{m+1}(k):=\mathrm{e}^{\mathrm{e}_{m}(k)}$. We prove by induction on $h$ that for any $h \geq 2$ there is a constant $D_{h}$ such that for every $\left.x \in\right] 0,1[$

$$
\begin{equation*}
\ln \left(\frac{T_{h}(x)}{x}\right) \leq \mathrm{e}_{h-2}\left(\frac{D_{h}}{1-x}\right) \tag{6}
\end{equation*}
$$

and extract bounds on $t_{k}^{h}$ from this afterwards. The assertion holds for $h=2$ since as shown in [7] we have $\ln \left(\sum_{j=1}^{\infty} p_{j} \cdot x^{j}\right) \leq \frac{\pi^{2}}{6} \cdot \frac{x}{1-x}$. Hence $\ln \left(\frac{T_{2}(x)}{x}\right) \leq \frac{3}{1-x}$ and we may put $D_{2}:=3$.

By induction hypothesis assume that $\ln \left(\frac{T_{h}(x)}{x}\right) \leq \mathrm{e}_{h-2}\left(D_{h} \cdot \frac{1}{1-x}\right)$. Then $T^{h}(x) \leq x \cdot \mathrm{e}_{h-1}\left(D_{h} \cdot \frac{1}{1-x}\right)$, hence by taking logarithms and expanding $-\ln (1-$

[^3]$x^{j}$ ) into its power series we obtain by (5) for $\left.x \in\right] 0,1[$
\[

$$
\begin{aligned}
\ln \left(\frac{T^{h+1}(x)}{x}\right) & =\sum_{j=1}^{\infty} t_{j}^{h}\left(-\ln \left(1-x^{j}\right)\right) \\
& =\sum_{j=1}^{\infty} t_{j}^{h} \sum_{n=1}^{\infty} \frac{x^{j n}}{n} \\
& =\sum_{n=1}^{\infty} \frac{1}{n} \sum_{j=1}^{\infty} t_{j}^{h} x^{n j} \\
& =\sum_{n=1}^{\infty} \frac{1}{n} T^{h}\left(x^{n}\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{n} x^{n} \mathrm{e}_{h-1}\left(\frac{D_{h}}{1-x^{n}}\right) \\
& \leq \sum_{n=1}^{\infty} \frac{1}{n} x^{n} \mathrm{e}_{h-1}\left(\frac{D_{h}}{1-x}\right) \\
& \leq \frac{1}{1-x} \mathrm{e}_{h-1}\left(\frac{D_{h}}{1-x}\right) \\
& \leq \mathrm{e}_{h-1}\left(\frac{D_{h}+1}{1-x}\right) .
\end{aligned}
$$
\]

By positivity of the summands involved all calculations are legitimate a posteriori. We then may put $D_{h+1}:=D_{h}+1$ and the induction is finished. (Note that the radius of convergence of $T^{h}(x)$ is not less than 1.)

Now let $C_{h}>D_{h+1}$. Let

$$
x:=x(n):=1-\frac{C_{h}}{\ln ^{h-2}(n)}
$$

for large enough $n$ such that $x \in] 0,1\left[\right.$. Since the coefficients of $T_{n}^{h+1}(x)$ are all non negative, we obtain by (6)

$$
t_{n}^{h} \leq \frac{1}{x^{n}} T^{h}(x) \leq \frac{1}{x^{n-1}} \mathrm{e}_{h-1}\left(\frac{D_{h}}{1-x}\right) .
$$

Hence

$$
\ln \left(t_{n}^{h}\right) \leq(-n+1) \cdot \ln (x)+\mathrm{e}_{h-2}\left(\frac{D_{h}}{1-x}\right)
$$

Since $\lim _{x \downarrow 0} \frac{-\ln (1-x)}{x}=1$ we obtain

$$
\begin{align*}
(-n+1) \cdot \ln (x) & =(-n+1) \cdot \ln \left(1-\frac{C_{h}}{\ln ^{h-2}(n)}\right) \\
& =\frac{n-1}{n} \frac{-\ln \left(1-\frac{C_{h}}{\ln ^{h-2}(n)}\right)}{\frac{C_{h}}{\ln ^{h-2}(n)}} \frac{n C_{h}}{\ln ^{h-2}(n)} \\
& \sim \frac{n C_{h}}{\ln ^{h-2}(n)} \tag{7}
\end{align*}
$$

Moreover

$$
\begin{equation*}
\mathrm{e}_{h-2}\left(\frac{D_{h}}{1-x}\right) \leq n^{\frac{D_{h}}{C_{h}}} \tag{8}
\end{equation*}
$$

for large $n$. Hence $t_{n}^{h} \leq \mathrm{e}^{\left(C_{h}+1\right) \frac{n}{\ln ^{h-2}(n)}}$ for large $n$ by (7) and (8) since $\frac{D_{h}}{C_{h}}<1$.
Let $E$ be a natural number such that $\ln ^{h-2} k \geq 1$ for $k \geq E$. From the calculation above we know that for a suitable constant $C$ which does not depend on $k . t_{k}^{h} \leq \mathrm{e}^{C \frac{k}{\ln h-2(k)}}$ for all $k \geq E$. Then $t_{\leq k}^{h} \leq t_{\leq E}^{h}+\sum_{l=E+1}^{k} t_{l}^{h} \leq t_{\leq E}^{h}+k$. $\mathrm{e}^{C \frac{k}{\ln h-2_{k}}} \leq \mathrm{e}^{C^{\prime} \frac{k}{\ln ^{h-2}(k)}}$ for a suitable constant $C^{\prime}$ which does not depend on $k$. Since $\ln (x) \geq \log _{3}(x)$ we finally obtain the assertion.

By refining the the previous calculations one obtains refined Friedman style independence results for the fragments $I \Sigma_{n}$ of Peano arithmetic. Using multiplicative number theory it is also possible to obtain related results for PA and $I \Sigma_{n}$ in the style of Friedman and Sheard [3] where the ordinals are represented via a Schütte style prime number coding [11]. For familiar theories like $\mathrm{ATR}_{0}$, $\mathrm{ID}_{1} \Pi_{1}^{1}-(\mathrm{CA})_{0}$ one can obtain corresponding theorems. These results will be reported elsewhere.

Notes added in proof. 1. Using deep methods from complex analysis the asymptotic behaviour of $t_{k}^{h}$ has been determined in more detail by Yamashita in [16].
2. After having seen this manuscript T. Arai proved in [1] the following refinement of Theorem 1 and 9 . Let $a_{\alpha}(K, i):=K+|i| \cdot|i|_{H_{\alpha}(i)^{-1}}$ where $H_{\alpha}(i)^{-1}:=$ $\min \left\{k: H_{\alpha}(k) \geq i\right\}$. Then, for $\alpha \leq \varepsilon_{0}$, PA $\vdash \forall K \exists M \forall n \forall \alpha_{0}, \ldots, \alpha_{n}<\varepsilon_{0}\left[\alpha_{0}>\right.$ $\left.\ldots>\alpha_{n} \& \forall i \leq n\left[N \alpha_{i} \leq a_{\alpha}(K, i)\right] \Longrightarrow n \leq M\right]$ if and only if $\alpha=\varepsilon_{0}$.

## 4 A related unprovability result concerning finite trees

In this section we show that the methods used in the proof of Theorem 1 together with results of Otter [14] and Loebl and Matoušek [6] can easily be adapted to prove a related unprovability result concerning the embeddability relation on the set of finite trees. Recall that a finite rooted tree $T$ (with outdegree bounded by a natural number $l$ ) is a nonvoid set of nodes such that there is one distinguished node, $\operatorname{root}(T)$, called the root of $T$ and the remaining nodes are partitioned into $m \geq 0(l \geq m \geq 0)$ disjoint sets $T_{1}, \ldots, T_{m}$, and each of these sets is a finite rooted tree (with outdegree bounded by $l$ ). The trees $T_{1}, \ldots, T_{m}$ are called the immediate subtrees of $T$. The cardinality of $T$ is denoted by $|T|$. We say that a finite rooted tree $T^{1}$ is embeddable into a finite rooted tree $T^{2}, T^{1} \unlhd T^{2}$, if either $T^{1}$ is embeddable into an immediate subtree of $T^{2}$ or if there exist listings $\left(T_{i}^{1}\right)_{i \leq m},\left(T_{j}^{2}\right)_{j \leq n}$ of the (distinct) immediate subtrees of $T^{1}$ and $T^{2}$ and natural numbers $j_{1}<\ldots<j_{m} \leq n$ such that $T_{k}^{1}$ is embeddable into $T_{j_{k}}^{2}$ for $1 \leq k \leq m$. Then $\unlhd$ is transitive and $S \unlhd T$ yields $|S| \leq|T|$.

Kruskal's famous tree theorem is as follows.

Theorem 3 (cf. [5]). For any $\omega$-sequence $\left(T^{i}\right)_{i<\omega}$ of finite rooted trees there exist natural numbers $i$ and $j$ such that $i<j$ and $T^{i} \unlhd T^{j}$.

Using König's Lemma one easily proves the following Lemma.
Lemma 6. Let $f$ be a binary number-theoretic function. For any $K$ there is an $N$ such that for all sequences $\left(T^{i}\right)_{i \leq N}$ of finite rooted trees with $\left|T^{i}\right| \leq f(K, i)$ for $1 \leq i \leq N$ there exist natural numbers $i$ and $j$ such that $1 \leq i<j \leq N$ and $T^{i} \unlhd T^{j}$.

Assume that the set of finite rooted trees is coded as usual primitive recursively into the set of natural numbers. For a binary function $f$ let $B(f)$ be the following statement (formula) about finite rooted trees:

$$
\forall K \exists N \forall T^{1}, \ldots, T^{N}\left((\forall i \leq N)\left|T^{i}\right| \leq f(K, i) \Longrightarrow \exists i, j\left[i<j \& T^{i} \unlhd T^{j}\right]\right)
$$

Then Friedman's celebrated miniaturization result is as follows.
Theorem 4 (cf. [12, 13]). Let $f(K, i):=K+i$. Then PA $\nvdash B(f)$. (In fact we even have $\mathrm{ATR}_{0} \nvdash B(f)$.)

This result has later been sharpended considerably by Loebl and Matoušek as follows.

Theorem 5 (cf. [6]). Let $f(K, i):=K+4 \cdot \log (i)$. Then $\operatorname{PA} \nvdash B(f)$.
This result is rather sharp since Loebl and Matoušek obtained the following lower bound.

Theorem 6 (cf. [6]). Let $f(K, i):=K+\frac{1}{2} \cdot \log (i)$. Then PRA $\vdash B(f)$.
For a real number $r$ let $f_{r}(K, i):=K+r \cdot \log (i)$. Then the rational numbers $r$ for which PA $\nvdash B\left(f_{r}\right)$ form a Dedekind cut and one might be interested in the real number $c$ which is represented by this cut. In this section we are going to show that $c=\frac{1}{\log (\alpha)}$ where $\alpha=2.9557652856 \ldots$ is Otter's tree constant (cf. [14]). The real number $\alpha$ is defined as follows. Let $t(0):=0, t(1):=1$ and $t(i+1)=\frac{1}{i} \cdot \sum_{j=1}^{i}\left(\sum_{d \mid j} d \cdot t(d) \cdot t(i-j+1)\right.$. Then $t(i)$ is the number of finite trees with $i$ nodes. Let $\rho$ be the convergence radius of $\sum_{i=0}^{\infty} t(i) \cdot z^{i}$. Then $\alpha:=\frac{1}{\rho}$. Similarly let $t_{l}(i)$ be the number of finite trees with $i$ nodes and with outdegree bounded by $l$ and let $\rho_{l}$ be the convergence radius of $\sum_{i=0}^{\infty} t_{l}(i) \cdot z^{i}$ and $\alpha_{l}:=\frac{1}{\rho_{l}}$. Moreover let $t(\leq n)\left(t_{l}(\leq n)\right)$ be the number of finite trees (with outdegree bounded by $l$ ) with at most $n$ nodes.

Theorem 7 (cf. [14]). 1. There is a $\beta>0$ such that $\lim _{n \rightarrow \infty} \frac{t(n)}{\alpha^{n} \cdot n^{-\frac{3}{2}}}=\beta$.
2. For any $l \geq 2$ there is a $\beta_{l}>0$ such that $\lim _{n \rightarrow \infty} \frac{t_{l}(n)}{\alpha_{l}^{n} \cdot n^{-\frac{3}{2}}}=\beta_{l}$.

In addition to Otter's result we need the following technical result.
Theorem 8. $\lim _{N \rightarrow \infty} \rho_{N}=\rho$.

Proof. Obviously we have $\rho_{M} \geq \rho_{N}$ for $M \leq N$. Thus $\rho_{\infty}:=\lim _{N \rightarrow \infty} \rho_{N}$ exists and $\rho_{\infty} \geq \rho$. Assume for a contradiction that $\rho_{\infty}>\rho$. Then we obtain $\sum_{i=0}^{\infty} t(i) \cdot \rho_{\infty}^{i}=+\infty$, hence

$$
\begin{equation*}
\sum_{i=0}^{N} t(i) \cdot \rho_{\infty}^{i}>1 \tag{9}
\end{equation*}
$$

for some $N$.
Otter's paper [14], more precisely equation (11) on page 592 in that paper, yields

$$
\begin{equation*}
\sum_{i=0}^{\infty} t_{N}(i) \cdot \rho_{N+1}^{i} \leq 1 \tag{10}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\sum_{i=0}^{\infty} t_{N}(i) \cdot \rho_{\infty}^{i} \leq 1 \tag{11}
\end{equation*}
$$

This yields by (9) $1<\sum_{i=0}^{N} t(i) \cdot \rho_{\infty}^{i}=\sum_{i=0}^{N} t_{N}(i) \cdot \rho_{\infty}^{i} \leq \sum_{i=0}^{\infty} t_{N}(i) \cdot \rho_{\infty}^{i} \leq 1$. Contradiction.

Theorem 9 (cf. [2]). Let $U(z)=\sum_{i=0}^{\infty} u_{i} z^{i}$ and $V(z)=\sum_{i=0}^{\infty} v_{i} z^{i}$ be two power series such that for some $\rho \geq 0 \lim \frac{v_{i-1}}{v_{i}}=\rho$ and the radius of convergence of $U(z)$ is greater than $\rho$. Let $U(z) \cdot V(z)=\sum_{i=0}^{\infty} w_{i} z^{i}$. Then $\lim _{i \rightarrow \infty} \frac{w_{i}}{v_{i}}=U(\rho)$.

Theorem $10\left(\mathrm{RCA}_{0}\right)$. Let $c:=\frac{1}{\log (\alpha)}$ where $\alpha$ is Otter's tree constant. Let $r$ be a primitive recursive real number and let $f_{r}$ be defined by $f_{r}(K, i):=K+r \cdot \log (i)$.

1. If $r>c$ then $\mathrm{PA} \nvdash B\left(f_{r}\right)$.
2. If $r \leq c$ then $\mathrm{PRA} \vdash B\left(f_{r}\right)$.

Adapting ideas from the previous section we give a proof of Theorem 10 which is based on Otter's result, Theorem 7 and the result of Loebl and Matoušek, Theorem 5.

For a real number $r$ let $F_{r}(K)$ be the least $N$ such that for all sequences $\left(T^{i}\right)_{1 \leq i \leq N}$ of finite rooted trees with $\left|T^{i}\right| \leq K+r \cdot \log (i)$ for $1 \leq i \leq N$ there exist natural numbers $i$ and $j$ such that $1 \leq i<j \leq N$ and $T^{i} \unlhd T^{j}$ and let $F_{\mathrm{LM}}:=F_{4}$. Then the proof of Theorem 5 provided in [6] shows that $F_{\mathrm{LM}}$ eventually dominates every function which is provably recursive in PA.

We now prove Theorem 10.
Proof of Theorem 10. Ad 2: By Cauchy's formula for the product of two power series we have $\sum_{n=0}^{\infty} t(\leq n) z^{n}=\frac{1}{1-z} \sum_{i=0}^{\infty} t(i) z^{i}$. By employing Theorem 7 and Theorem 9 we find a natural number $D$ so large that

$$
\begin{equation*}
t(\leq n)<\frac{1}{1-\alpha^{-1}} \frac{\alpha^{n}}{n^{\frac{3}{2}}} \cdot \beta \cdot 1.1 \tag{12}
\end{equation*}
$$

for $n \geq D$. Let $K$ be given. Put

$$
M:=2^{8^{K+D}} .
$$

Assume that $\left(T^{i}\right)_{i=1}^{M}$ is a sequence of finite trees such that $\left|T^{i}\right| \leq K+c \cdot \log (i)$ for $1 \leq i \leq M$ and that the $T^{i}$ are pairwise distinct. Then $\left|T^{i}\right| \leq K+c \cdot \log (M)=$ $K+c \cdot 8^{K+D}$. Thus by (12) we arrive at the contradiction

$$
\begin{equation*}
M<\frac{1}{1-\alpha^{-1}} \frac{\alpha^{K+c \cdot 8^{K+D}}}{\left(K+c \cdot 8^{K+D}\right)^{\frac{3}{2}}} \cdot \beta \cdot 1.1<M \tag{13}
\end{equation*}
$$

Ad 1: Since $r>c$ and $\lim _{m \rightarrow \infty} \alpha_{m}=\alpha$ we may pick an $m$ such that $r>\frac{1}{\log \left(\alpha_{m}\right)}$. Then we may choose a rational number $r^{\prime}$ such that $r>r^{\prime}>\frac{1}{\log \left(\alpha_{m}\right)}$.

According to assertion 2 of Theorem 7 we find a natural number $E$ so large that

$$
\begin{equation*}
t_{m}(n) \geq \alpha_{m}^{n} \cdot \beta_{m} \cdot n^{-\frac{3}{2}} \cdot 0.9 \tag{14}
\end{equation*}
$$

for all $n \geq E$. Let $D$ be so large that for $i \geq D$ the following inequalities hold:

$$
\begin{gather*}
\left\lfloor r^{\prime} \cdot|i|\right\rfloor \geq E  \tag{15a}\\
2^{\left.\left\lfloor r^{\prime} \cdot \mid i\right\rfloor\right\rfloor \cdot \log \left(\alpha_{m}\right)} \cdot \beta_{m} \cdot 0.9 \cdot\left(\left\lfloor r^{\prime} \cdot|i|\right\rfloor\right)^{-\frac{3}{2}} \geq 2^{|i|} \tag{15b}
\end{gather*}
$$

and

$$
\begin{equation*}
4 \cdot \log (|i|)+r^{\prime} \cdot|i| \leq r \cdot \log (i) \tag{15c}
\end{equation*}
$$

Now assume that $K$ is given. We may assume that $k:=\left\lfloor\frac{K}{3}\right\rfloor \geq D$ and $k+m+4+D \leq K$. Let $S^{1}, \ldots, S^{N-1}$ be a finite sequence of finite rooted trees where $N=F_{\mathrm{LM}}(k)$ and $\left|S^{i}\right| \leq k+4 \cdot \log (i)$ for $1 \leq i \leq N-1$ such that there are no indices $i, j$ with $1 \leq i<j \leq N-1$ and $S^{i} \unlhd S^{j}$. Let $\leq$ be a primitive recursive extension of the partial ordering $\unlhd$ on the set of finite rooted trees to a linear ordering. (E.g. one may employ the ordering which is induced by the correspondence between finite rooted trees and ordinals less than $\varepsilon_{0}$.) Let $M_{d}^{m}$ be the set of finite trees $T$ such that $T$ has at most $d$ nodes and the outdegree of $T$ does not exceed $m$. Let enum $m_{d}^{m}(l)$ be the $l$-th member of $M_{d}^{m}$ with respect to the linear order $\leq$. Define a sequence of finite trees as follows. Let $T^{i}$ be the finite rooted tree consisting of a root and two immediate subtrees $U^{i}$ and $V^{i}$. The tree $V^{i}$ is defined as follows. If $i<D$ let $V^{i}$ be the uniquely defined (linear) tree with $D-i$ nodes sucht that the outdegree does not exceed 1 . If $i \geq D$ let $V^{i}$ be the tree enum ${ }_{\left\lfloor r^{\prime} \cdot|i|\right\rfloor}^{m}\left(2^{|i|}-i\right)$. The tree $U^{i}$ consists by definition of a root and two immediate subtrees $U_{1}^{i}$ and $U_{2}^{i}$. $U_{1}^{i}$ is $S^{1}$ for $i<D$ and $S^{|i|}$ for $i \geq D$. The tree $U_{2}^{i}$ consists of a root and $m+1$ immediate subtrees consisting exactly of one root. Then $T^{i}$ is well-defined. Indeed, by (14) and (15a) the number of elements in $M_{\left\lfloor r^{\prime} \cdot|i|\right\rfloor}^{m}$ is for $i \geq D$ at least

$$
\alpha_{m}^{\left\lfloor r^{\prime} \cdot|i|\right\rfloor} \cdot\left(\left\lfloor r^{\prime} \cdot|i|\right\rfloor\right)^{-\frac{3}{2}} \cdot \beta_{m} \cdot 0.9 \geq 2^{|i|}
$$

Moreover (15c) yields

$$
\left|T^{i}\right| \leq K+r \cdot \log (i)
$$

for $1 \leq i \leq N-1$. Indeed for $i \geq D(15 \mathrm{c})$ yields $\left|T^{i}\right|=1+\left|V^{i}\right|+\left|U^{i}\right| \leq$ $1+\left\lfloor r^{\prime} \cdot|i|\right\rfloor+1+k+4 \cdot \log _{2}(|i|)+m+2 \leq K+r \cdot \log _{2}(i)$. For $i<D$ we obtain $\left|T^{i}\right|=1+\left|V^{i}\right|+\left|U^{i}\right| \leq 1+D+k+1+m+2 \leq K$. We claim that

$$
T^{i} \unlhd T^{j}
$$

does not hold for $1 \leq i<j \leq N-1$. Assume for a contradiction that $T^{i} \unlhd T^{j}$ for some $i, j$ with $1 \leq i<j \leq N-1$. First we exclude the possibility that $T^{i}$ is embeddable into an immediate subtree of $T^{j}$. Indeed $T^{i} \unlhd V^{j}$ is impossible since the outdegree of $V^{j}$ does not exceed $m$ but the outdegree of $T^{i}$ does. Now assume that $T^{i} \unlhd U^{j}$. Here we have to distinguish again some cases. The case $T^{i} \unlhd U_{2}^{j}$ is impossible since $\left|T^{i}\right|>\left|U_{2}^{j}\right|$. If $T^{i} \unlhd U_{1}^{j}$ then $U_{1}^{i} \triangleleft U^{i} \unlhd T^{i} \unlhd U_{1}^{j}$. Hence $U_{1}^{i}=U_{1}^{j}$ by the choice of the sequence $\left(S^{i}\right)_{i=1}^{N-1}$. But then $\left|T^{i}\right|>\left|U_{1}^{j}\right|$ contradicting $T^{i} \unlhd U_{1}^{j}$. Therefore $T^{i} \unlhd U^{j}$ yields that $U^{i}$ is embedabble into an immediate subtree of $U^{j} . U^{i} \unlhd U_{2}^{j}$ is excluded for cardinality reasons. $U^{i} \unlhd U_{1}^{j}$ yields $U_{1}^{i} \triangleleft U^{i} \unlhd U_{1}^{j}$ hence $U_{1}^{i}=U_{2}^{j}$ but then $\left|U^{i}\right|>\left|U_{1}^{j}\right|$ in contradiction to $U^{i} \unlhd U_{1}^{j}$. Thus the case $T^{i} \unlhd U^{j}$ does not occur and $T^{i}$ is not embeddable into an immediate subtree of $T^{j}$.

Therefore $T^{i} \unlhd T^{j}$ yields that $U^{i}$ is embeddable into an immediate subtree of $T^{j} . U^{i} \unlhd V^{j}$ is impossible since the outdegree of $V^{j}$ does not exceed $m$ but the outdegree of $U^{i}$ does. Therefore $U^{i} \unlhd U^{j}$ and hence necessarily $V^{i} \unlhd V^{j}$ also. $U^{i} \unlhd U_{2}^{j}$ is impossible since $\left|U^{i}\right|>\left|U_{2}^{j}\right|$. If $U^{i} \unlhd U_{1}^{j}$ then $U_{1}^{i} \unlhd U^{i} \unlhd U_{1}^{j}$ hence $U_{1}^{i}=U_{1}^{j}$ and $\left|U^{i}\right|>\left|U_{1}^{j}\right|$ in contradiction to $U^{i} \unlhd U_{1}^{j}$. Hence $U_{1}^{i}$ is embeddable into an immediate subtree of $U^{j}$. We claim that $U_{1}^{i} \unlhd U_{1}^{j}$. Otherwise $U_{1}^{i} \unlhd$ $U_{2}^{j}=U_{2}^{i} \unlhd U_{1}^{j}$. Thus $U_{1}^{i} \unlhd U_{1}^{j}$ hence $U_{1}^{i}=U_{1}^{j}$ by the choice of $\left(S^{i}\right)_{i=1}^{N-1}$. If $U_{1}^{i}=S^{1}$ then $U_{1}^{j}=S^{1}$ and necessarily $i<j<D$. By construction in this case $\left|V^{i}\right|>\left|V^{j}\right|$ in contradiction to $V^{i} \unlhd V^{j}$. If $U_{1}^{i} \neq S^{1}$ then necessarily $D \leq i<j \leq N-1$. We have $U_{1}^{i}=S^{|i|}$ and $U_{1}^{j}=S^{|j|}$ hence $|i|=|j|$. Therefore $2^{|i|}-i>2^{|j|}-j$ and $V^{i}=\operatorname{enum}_{\left\lfloor r^{\prime} \cdot|i|\right\rfloor}\left(2^{|i|}-i\right)>\operatorname{enum}_{\left\lfloor r^{\prime} \cdot|i|\right\rfloor}\left(2^{|j|}-j\right)=V^{j}$ in contradiction to $V^{i} \unlhd V^{j}$.

The argument shows that $F_{r}(K)$ majorizes $F_{\mathrm{LM}}\left(\left\lfloor\frac{K}{3}\right\rfloor\right)$ for large $K$. Thus $F_{r}$ is not provably recursive in PA since $F_{L M}$ eventually dominates every provably recursive function of PA. Thus PA $\nvdash B\left(f_{r}\right)$.

In view of [9] we conjecture that the proof above can be adapted to show that for $r>c$ even $\mathrm{ACA}_{0}+\left(\Pi_{2}^{1}-\mathrm{BI}\right) \nvdash B\left(f_{r}\right)$ where $f_{r}(K, i)=K+r \cdot \log (i)$.

Related independence results can be obtained for binary trees and Friedman's extension of Kruskal's theorem which is based on the gap condition Moreover we obtained related refined versions of the Paris Harrington theorem, the hydra battle and the Goodstein process. These results will be reported elsewhere.

Questions: 1. Is it possible to use the methods of this paper in the context of bounded arithmetic?
2. Is it possible to give a purely proof-theoretic treatment of the unprovability results obtained in this paper?
3. Is it possible to characterize the slow growing hierarchy via a similar bounding function result?
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