
ON THE JUMP BEHAVIOR OF DISTRIBUTIONS AND
LOGARITHMIC AVERAGES

JASSON VINDAS AND RICARDO ESTRADA

Abstract. The jump behavior and symmetric jump behavior of
distributions are studied. We give several formulas for the jump
of distributions in terms of logarithmic averages, this is done in
terms of Cesàro-logarithmic means of decompositions of the Fourier
transform and in terms of logarithmic radial and angular local as-
ymptotic behaviors of harmonic conjugate functions. Application
to Fourier series are analyzed. In particular, we give formulas
for jumps of periodic distributions in terms of Cesàro-Riesz loga-
rithmic means and Abel-Poisson logarithmic means of conjugate
Fourier series.

1. Introduction

In this article we study several notions for jumps of distributions by
using logarithmic averages. In the case that f is an ordinary function
this is a classical subject, perhaps the place where this idea has been
widely applied is in Fourier series. Let f be a function of period 2π
having Fourier series,

(1.1)
a0

2
+

∞∑
n=1

(an cosnx+ bn sinnx) .

Let

(1.2)
∞∑

n=1

(an sinnx− bn cosnx)
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be its conjugate series. A classical theorem of F. Lukács [19], [35, Thm.
8.13] states that if f is L1[−π, π] and there is a number d such that

(1.3) lim
h→0+

1

h

∫ h

0

|f(x0 + t)− f(x0 − t)− d| dt = 0 ,

then

(1.4) lim
N→∞

1

logN

N∑
n=1

(an sinnx0 − bn cosnx0) = −d
π
.

Relation (1.3) can be considered as a notion of jump at x = x0 for
the function f , we shall call it symmetric Lebesgue jump behavior, in
analogy with the notion of Lebesgue point. The formula (1.4) for sym-
metric Lebesgue jump behaviors was extended later by A. Zygmund to
the Abel-Poisson means of the conjugate Fourier series [35].

Recently many extensions of these results have been given [1, 7, 13,
14, 15, 16, 17, 20, 21, 34]. The study of the jump behavior and the
determination of jumps by logarithmic or other types of means has
become an important area because of its applications in edge detection
[11, 12]. F. Móricz generalizes the Abel-Poisson version of F. Lukács
result in [20, 21] by extending the notion of symmetric Lebesgue jump
(1.3). He considered a more general notion for jump of integrable
functions, namely, the existence of the limit

(1.5) d = lim
h→0+

1

h

∫ h

0

(f(x0 + t)− f(x0 − t)) dt ,

and he showed that

(1.6) lim
r→1−

1

log(1− r)

∞∑
n=1

(an sinnx0 − bn cosnx0)r
n =

1

π
d .

It was noticed by one of the authors in [7] that the jump F. Móricz con-
sidered is a particular case of a symmetric jump behavior in the sense
of distributions, that is, one can define it in terms of the very well
known  Lojasiewicz notion of limits of distributions at points [18]. Be-
cause of that reason, we should call (1.5) a first order symmetric jump.
In the cited paper the author gave the corresponding generalization of
F. Móricz result to distributions in terms of logarithmic Abel-Poisson
means as well.

We will consider in this article two notions of jumps for distributions,
the distributional jump behavior (Section 2) and the distributional sym-
metric jump behavior of distributions (Section 6). We will consider sev-
eral logarithmic averages for both notions. In Section 2, we will give
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formulas for the jump occurring in the jump behavior case in terms of
Cesàro-logarithmic means of a decomposition of the Fourier transform;
it is remarkable that these results are applicable to general tempered
distributions. Next, in Section 3 we study the boundary behavior of
analytic representations of distributions at approaching angularly from
the upper and lower semiplane to a point where the distribution pos-
sesses a jump behavior; it is shown they have an asymptotic logarithmic
behavior related to the jump. Then, in the same section, we analyze
harmonic conjugate functions in the upper semiplane having distribu-
tional boundary values on the real axis; it turns out that they have
also a logarithmic angular asymptotic behavior related to the jump. In
Section 4, we make some comments about the size of the set where a
distribution can have a distributional jump behavior; in fact, it is seen
that this set is at most countable. Section 5 is devoted to applications
to Fourier series, we give formulas for the jump in terms of logarithmic
averages by using Cesàro-Riesz means and Abel-Poisson means of the
conjugate series; among our results, we recover (1.6) and a Cesàro ver-
sion of (1.4). The last section of this article is dedicated to study some
properties of the symmetric jump behavior of distributions, this notion
is much more general than the jumps in the sense of (1.3) and (1.5); fur-
thermore, we discuss the case of Fourier series of periodic distributions,
generalizing the mentioned results from [19, 35, 20, 21, 7].

2. Jump behavior and logarithmic averages in Cesàro
sense

The Schwartz spaces of test functions and distributions on the real
line R are denoted by D and D′, respectively; the spaces of rapidly
decreasing functions and its dual, the space of tempered distributions,
are denoted by S and S ′. We refer the reader to [23, 9, 32] for properties
of these spaces.

In this section, we shall deal with tempered distributions having
a jump at a point and study the logarithmic average in the Cesàro
sense of the Fourier transform. We first consider the definition of jump
behavior of distributions at points [29, 30].

Definition 2.1. A distribution f ∈ D′ is said to have a distributional
jump behavior (or jump behavior) at x = x0 ∈ R if it satisfies the
following distributional asymptotic relation

(2.1) f (x0 + εx) = γ−H(−x) + γ+H(x) + o(1) as ε→ 0+ inD′,
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where H is the Heaviside function, i.e., the characteristic function of
(0,∞), and γ± are constants. The jump (or saltus) of f at x = x0 is
defined then as the number [f ]x=x0

= γ+ − γ−.

The meaning of (2.1) is in the weak topology of D′, in the sense that
for each φ ∈ D,

(2.2) lim
ε→0+

〈f(x0 + εx), φ(x)〉 = γ−

∫ 0

−∞
φ(x) dx+ γ+

∫ ∞

0

φ(x) dx .

When γ− = γ+, we recover the usual notion of the value of a distribu-
tion at a point in the sense of  Lojasiewicz [18]. Furthermore, the notion
of jump behavior belongs to a more general type of asymptotic behav-
iors of distributions, the so-called quasiasymptotic behaviors at points
[22, 31, 32]; therefore, from the results of [31], a structural characteriza-
tion of the jump behavior of distributions can be given explicitly, that
is, a distribution f ∈ D′ has the jump behavior (2.1) if and only if there
exist m ∈ N and a function F locally integrable on a neighborhood of
x0 such that F (m) = f near x0 and

(2.3) lim
x→x±0

m!F (x)

(x− x0)m
= γ± .

The minimum m such that we can find an F satisfying (2.3) is called the
order of the jump behavior. Obviously, if a locally integrable function
has right and left limts at x = x0, then it has a distributional jump
behavior of order 0.

We now discuss two examples of particular types of jump behavior
related to classical functions.

Example 2.2. Lebesgue jumps. Let f be a locally (Lebesgue) inte-
grable function, then we say that f has a Lebesgue jump behavior if
there are two numbers γ± such that

(2.4) lim
h→0±

1

h

∫ x0+h

x0

|f(x)− γ±| dx = 0 .

Example 2.3. Jump behavior of the first order. Let µ be a (regular)
Borel measure. Then a jump behavior of the first order is nothing else
than the existence of γ± such that

(2.5) lim
h→0±

1

h

∫ x0+h

x0

dµ(x) = γ± .

A particular case is obtained if f ∈ L1
loc(R). Moreover, the first order

jump behaviors can still be defined by an integral expression even if f
is not locally (Lebesgue) integrable but just Denjoy locally integrable.
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In such a case again the existence of the jump behavior of the first
order is equivalent to the existence of the limits

(2.6) lim
h→0±

1

h

∫ x0+h

x0

f(x) dx = γ± ,

where the last integral is taken in the Denjoy sense.

Example 2.4. It is worth to provide the reader with an example of
jump behavior which is not included in last two cases. Consider the
function

(2.7) f(x) =
(
γ− + A | x|α ei/xβ

)
H(−x) +

(
γ+ +Bxαei/xβ

)
H(x) .

For any choice of the constants, one can show that there is a tempered
distribution having the distributional jump behavior (2.1) at x = 0 and
coinciding with f on R\{0} [18]. Observe that depending on the choice
of the constants α and β the function is not a function of local bounded
variation. In addition, the choice of the constants can be made so that
f is not locally Denjoy integrable. One may also find values for α and
β such that the order of the jump behavior is arbitrarily large [18].

Suppose now that f ∈ S ′. If we write S ′ instead of D′ in Definition
2.1, we mean that (2.2) holds for all φ ∈ S ′; in such a case we say that f
has jump behavior in S ′ at x = x0. It is well-known that if a tempered
distribution has jump behavior (in D′) at a point, then it will have the
same jump behavior in S ′ at the given point [7]; actually, this property
is true for any quasiasymptotic behavior at a point [31].

We shall deal in the rest of this section only with tempered distri-
butions, since we want to make use of the Fourier transform. On test
functions, we use the following Fourier transform

(2.8) φ̂(x) =

∫ ∞

−∞
φ(t)e−ixtdt ,

and as usual we extend it to S ′ by transposition.
Suppose then that f ∈ S ′ satisfies (2.1). Hence, since it holds in the

weak sense, we are allowed to take Fourier transform in (2.1), so that
it transforms into the equivalent asymptotic relation

(2.9) eiλx0xf̂(λx) = 2πd1
δ(x)

λ
− id2p.v.

(
1

λx

)
+ o

(
1

λ

)
,

as λ → ∞ in S ′, where d1 = (γ− + γ+) /2, d2 = [f ]x=x0 = γ+ − γ−, δ
is the usual Dirac delta function and p.v.(1/x) is the principal value
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distribution given by

(2.10)

〈
p.v.

(
1

x

)
, φ(x)

〉
= p.v.

∫ ∞

−∞

φ(x)

x
dx ,

where p.v. stands for the Cauchy principal value of the integral. Notice

that we have used here the formula Ĥ(x) = πδ(x)− i p.v. (1/x). Need-
less to say that (2.9) is interpreted distributionally, i.e., the asymptotic
formula holds after evaluation at test functions.

Therefore, if we want to study (2.1) is enough to study (2.9). The
asymptotic relation (2.9) has been characterized by the authors in [29,
30]. The structural characterization given in [30] states that f satisfies

(2.9) if and only if for any primitive of eix0xf̂(x), say F , one has that
there is a k ∈ N such that

(2.11) lim
x→∞

(F (ax)− F (−x)) = 2πd1 − id2 log a (C, k) ,

for each a > 0. Here (C, k) stands for limit in the Cesàro sense of
distributions [6, 9, 30].

Example 2.5. When f is a Fourier series, i.e., f(x) =
∑∞

n=−∞ cne
inx,

where {cn} is a sequence of polynomial growth at infinity, one obtains
that f has the jump behavior (2.1) at x = x0 if and only if there is a
k ∈ N such that for each a > 0

(2.12) lim
x→∞

∑
−x<n≤ax

cne
inx0 = d1 +

d2

2πi
log a (C, k) .

In order to make further progress, we shall use in this section a
different version of the characterization (2.11) of (2.9); however, this
version is easily seen to be equivalent to (2.11) [27, 28]. In order to
formulate the result, we first need some preliminaries.

Definition 2.6. A measurable function defined in some interval of
the form [A,∞), A ≥ 0, is said to be an asymptotically homogeneous
function of degree 0 at infinity [4, 27] if for each a > 0,

(2.13) σ(ax) = σ(x) + o(1) as x→∞ .

We remark that the real and imaginary parts of every asymptotically
homogeneous function of degree 0 are the logarithm of slowly varying
functions in the sense of Karamata; hence we are free to use the very
well known properties of slowly varying functions [24], for instance
(2.13) must hold uniformly for a on compact subsets of (0,∞) and
σ(x) = o(log x) as x→∞.
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Finally, let lk(x) be the k-primitive of log |x| satisfying the require-

ments l
(j)
k (0) = 0 for j < k. Observe that it satisfies

(2.14) lk(ax) = aklk(x) +
(ax)k

k!
log a , a > 0 .

After all these preliminaries, let us state the mentioned structural
theorem from [29, 30] (see also [27, 28]).

Theorem 2.7. Let g ∈ S ′ have the following quasiasymptotic behavior
in S ′

(2.15) g(λx) = γ
δ(x)

λ
+ β p.v.

(
1

λx

)
+ o

(
1

λ

)
as λ→∞ .

Then, one can find a k ∈ N, a continuous function G such that G(k+1) =
g, and an asymptotically homogeneous function σ of degree 0 such that,

(2.16) G(x) = σ (|x|) x
k

k!
+
γ

2
xk sgnx+βlk(x) + o

(
|x|k
)

as |x| → ∞ ,

in the ordinary sense. Conversely (2.16) implies (2.15).

We are now ready to state and show the main theorem of this sec-
tion. It will enable us to study the logarithmic average behavior of
eix0 f̂(x) separately for any decomposition as the sum of two tempered
distributions having supports in (−∞, 0] and [0,∞), respectively.

Theorem 2.8. Let g have the quasiasymptotic behavior (2.15) in S ′.
Then for any decomposition g = g+ + g−, where supp g− ⊆ (−∞, 0]
and supp g+ ⊆ [0,∞), one has that

(2.17) g±(λx) = ±β log λ

λ
δ(x) + o

(
log λ

λ

)
as λ→∞ in S ′.

Proof. Let k , σ and G be as in Theorem 2.7. Then, to a decomposi-
tion g = g+ + g−, corresponds a decomposition G = G+ + G−, with
suppG− ⊆ (−∞, 0] and suppG+ ⊆ [0,∞). Hence

(2.18) G±(x) = βlk(x) + o
(
|x|k log |x|

)
, x→ ±∞ ,

= β
xk

k!
log |x|+ o

(
|x|k log |x|

)
, x→ ±∞ ,
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since σ(x) = o(log x) as x → ∞. This implies the distributional rela-
tions

G±(λx) = βlk(λx)H(±x) + o
(
λk log λ

)
= βλklk(x)H(±x) + βλk log λ

xk

k!
H(±x) + o

(
λk log λ

)
= βλk log λ

xk

k!
H(±x) + o

(
λk log λ

)
as λ→∞ ,

and the last relation holds in S ′. Therefore if we differentiate (k + 1)-
times, we obtain (2.17). �

Notice that (2.18) gives a logarithmic average in the Cesàro sense.
We collect this in the next corollary for future reference.

Corollary 2.9. Let g, g+, g−, k, G− and G+ be as in the last theorem,
then

(2.19) G±(x) ∼ β
xk

k!
log |x| , as x→ ±∞ .

We now summarize our results.

Theorem 2.10. Let f ∈ S ′ have the distributional jump behavior at
x = x0,

(2.20) f (x0 + εx) = γ−H(−x) + γ+H(x) + o(1) as ε→ 0+ in D′.

Then for any decomposition f̂ = f̂+ + f̂−, where supp f̂− ⊆ (−∞, 0]

and supp f̂+ ⊆ [0,∞), we have that

(2.21) eiλx0xf̂± (λx) = ±[f ]x=x0

log λ

iλ
δ(x) + o

(
log λ

λ

)
as λ→∞

in S ′. Furthermore, there exists k ∈ N such that

(2.22)
(
eix0tf̂±(t) ∗ tk±

)
(x) ∼ ±[f ]x=x0

|x|k

i
log |x| , as |x| → ∞ ,

in the ordinary sense.

A special case is obtained in the next corollary which follows directly
from Theorem 2.10.

Corollary 2.11. Let f ∈ S ′ have the distributional jump behavior
(2.20) at x = x0. Suppose that its Fourier transform is given by a Borel
measure µ, then there exists k ∈ N such that for any decomposition of
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µ = µ− + µ+, as two Borel measures concentrated on (−∞, 0] and
[0,∞), respectively,

(2.23) lim
x→∞

i

log x

∫ x

0

e±ix0t

(
1− t

x

)k

dµ±(±t) = ±[f ]x=x0 .

3. Local asymptotic boundary behavior of analytic and
harmonic functions

This section is devoted to the study of the local boundary behavior of
analytic and harmonic representations of distributions having a jump
behavior. Recall that given f ∈ D′, we may see f as a hyperfunction,
that is f(x) = F (x+ i0)−F (x− i0), where F is analytic for =mz 6= 0;
moreover, this representation holds distributionally in the sense that

(3.1) f(x) = lim
y→0+

(F (x+ iy)− F (x− iy)) ,

where the last limit is taken in the weak topology of D′ [3]. In such
a case, we say that F is an analytic representation of f . Note that,
initially, we are not assuming that F (x ± i0) belong to D′ separately,
but that their difference does; however, it is shown in [5, Section 5]
that the existence of the distributional jump of F across the real axis
implies the existence of F (x± i0), separately, in D′.

In the next theorem we obtain the angular behavior of F (z) when z
approaches a point where f has a jump behavior. We remark this is
done separately when z approaches angularly the point from the upper
and lower semiplanes.

Given 0 < η ≤ π/2 and x0 ∈ R, we define the subset of the upper
semiplane ∆+

η (x0) as the set of those z such that η ≤ arg(z−x0) ≤ π−η,
similarly, we define the subset of the lower semiplane ∆−

η (x0) as the set
of those z such that η − π ≤ arg(z − x0) ≤ −η .

Theorem 3.1. Let f ∈ D′ have the distributional jump behavior

(3.2) f (x0 + εx) = γ−H(−x) + γ+H(x) + o(1) as ε→ 0+ in D′.

Suppose that F is an analytic representation of f . Then for any 0 <
η ≤ π/2,

(3.3) lim
z→z0, z∈∆±η (x0)

F (z)

log |z − x0|
= − [f ]x=x0

2πi
.

Proof. Note first that if (3.3) holds for one analytic representation, then
it holds for any analytic representation of f . In fact by the very well
known edge of wedge theorem, any two such analytic representations
differ by an entire function, and for entire functions (3.3) gives 0. Next,
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we see that we may assume that f ∈ S ′. Indeed we can decompose
f = f1+f2 where f2 is zero in a neighborhood of x0 and f1 ∈ S ′. Let F1

and F2 be analytic representations of f1 and f2, respectively; then F2

can be continued across a neighborhood of x0 (edge of wedge theorem
once again), hence F2(z) = F2(x0) + O (|z − x0|) = o (|log |z − x0||) as
z → x0. Additionally, f1 has the same jump behavior as f . Thus, we
assume that f ∈ S ′. Let f̂ = f̂+ + f̂− be a decomposition such that

supp f̂− ⊆ (−∞, 0] and supp f̂+ ⊆ [0,∞). Then,

F (z) =


1

2π

〈
f̂+(t), eizt

〉
, =m z > 0 ,

− 1

2π

〈
f̂−(t), eizt

〉
, =m z < 0 ,

is an analytic representation of f [3, p.83]. Keep the number m on a
compact set and λ > 0, then

F

(
x0 +

m

λ
,
±1

λ

)
= ± 1

2π

〈
λeiλx0xf̂±(λx), ei(m+i)x

〉
=

[f ]x=x0

2πi
log λ+ o (log λ)

as λ→∞, where here we have used (2.21). �

We say that U(z), harmonic on =m z > 0, is a harmonic represen-
tation of f ∈ D′ [3] if

(3.4) lim
y→0+

U(x, y) = f(x) in D′.

The problem of finding the angular behavior of U when approaching
a point where f has a jump behavior has been discussed in [7] by
studying the Poisson kernel and in [28] by using Fourier transform
methods and the structural theorem for quasiasymptotic behaviors at
∞. Indeed, if f ∈ D′ satisfies (3.2), then

(3.5) lim
z→x0, z∈lθ

U(z) = d1 +
θ

π
[f ]x=x0 ,

where lθ is a ray in the upper semiplane starting at x0 and making
an angle θ with the ray x = x0. As usual d1 = (γ+ + γ−) /2 and
[f ]x=x0 = γ+ − γ−. Actually (3.5) holds uniformly for |θ| < η < π/2.
The details are available in the literature.

Our next goal is to study the angular behavior of harmonic conjugate
functions. This is the content of the next theorem.

Theorem 3.2. Let f ∈ D′ have the jump behavior (3.2) and U be a
harmonic representation of f in the upper semiplane. Then if V is a
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harmonic conjugate to U , one has that

(3.6) lim
z→x0, z∈∆+

η (x0)

V (z)

log |z − x0|
=

1

π
[f ]x=x0 ,

for each 0 < η ≤ π/2.

Proof. Since harmonic conjugates to U differ by a constant, it is enough
to show (3.6) for any particular harmonic conjugate to U .

We now show that we may work with any harmonic representation U
of f we want. Suppose that U1 and U2 are two harmonic representations
of f , then U = U1 − U2 represents the zero distribution. Then by
applying the reflection principle to the real and imaginary parts of U
[2, Section 4.5], [26, Section 3.4], we have that U admits a harmonic
extension to a (complex) neighborhood of x0. Consequently, if V1 and
V2 are harmonic conjugates to U1 and U2, we have that V = V1 − V2

is harmonic conjugate to U , and thus it admits a harmonic extension
to a (complex) neighborhood of x0 as well. Therefore V (z) = O (1) =
o (− log |z − x0|), which shows that V1 satisfies (3.6) if and only if V2

does.
Let F be an analytic representation of f on =m z 6= 0. We can

assume then that U(z) = F (z) − F (z̄), =m z > 0. We have that
V (z) = −i (F (z) + F (z̄)), =m z > 0, is a harmonic conjugate to U .
Therefore, an application of Theorem 3.1 yields to (3.6). �

Example 3.3. As an example, we discuss our results in the context
of the spaces Lp(R) with 1 < p < ∞. Let f ∈ Lp(R) and assume
that it has the distributional jump behavior (3.2). A particular case is
obtained when f has a Lebesgue jump (Example 2.2), but we remark
that our assumption is much weaker. A harmonic representation of
f is given by the Poisson representation, i.e., by integration against
the Poisson kernel. Among all the harmonic conjugates to the Poisson
representation, the natural choice is

(3.7) V (z) =
1

π

∫ ∞

−∞

<e z − t

|z − t|2
f(t) dt .

As a corollary of Theorem 3.2, we obtain the angular asymptotic behav-
ior of this integral: it is indeed given by (3.6). Note that the harmonic

function V (z) has as boundary value a function f̃ ∈ Lp(R), which in
fact is the Hilbert transform of f [8, 25]. The asymptotic behavior of V

suggests that f̃ has the following quasiasymptotic behavior at x = x0

in D′,

(3.8) f̃(x0 + εx) =
1

π
[f ]x=x0 log ε+ o

(
log

(
1

ε

))
as ε→ 0+,
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which is actually the case. A proof of the last relation can be given

by using the fact that the Fourier transform of f̃ is −i
(
f̂+ − f̂−

)
, for

a suitable decomposition of f̂ , by using the Theorem 2.10, and then
taking Fourier inverse transform. If we work on the circle, i.e., on
Lp(T), we obtain similar conclusions for the conjugate function; we
will do this in Section 5 but in a more general distributional setting
obtaining several logarithmic asymptotic behaviors of the conjugate
Fourier series.

4. The set where jump behavior occurs

In [29] the authors have defined the class of distributionally regulated
functions, these are functions which correspond to distributions having
a jump behavior at every point. We have shown that if f ∈ D′ admits
a jump behavior at every point, then [f ]x=x0 = 0, except for at most
a countable set [29, Thm.8], so one obtains that f has a  Lojasiewicz
point value except perhaps in a countable set. In the proof of the cited
result from [29], we did not use the fact that the distribution had a
jump behavior everywhere, so exactly the same arguments can be used
to give a proof of the following theorem.

Theorem 4.1. Let f ∈ D′. Then the set

(4.1) S = {x0 ∈ R : f has jump behavior at x0 and [f ]x=x0 6= 0}

is at most countable.

It is also possible to construct a direct proof based on (3.5) by slightly
modifying the arguments given in [29]; however, we choose to omit it
since the details are straightforward.

5. Logarithmic averages of Fourier Series

We now apply our results to the Fourier series of 2π-periodic distribu-
tions. Suppose that f(x) =

∑∞
n=−∞ cne

inx, where the series converges
in S ′. Assume also that f has the jump behavior (2.1). Then Theorem
2.10 implies at once that there exists k ∈ N such that

(5.1) lim
x→∞

1

log x

∑
0≤n≤x

cne
inx0

(
1− n

x

)k

=
[f ]x=x0

2πi
,

and

(5.2) lim
x→∞

1

log x

∑
1≤n≤x

c−ne
−inx0

(
1− n

x

)k

= − [f ]x=x0

2πi
,
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which gives us a logarithmic average for the Cesàro-Riesz means of
these two series.

The conjugate Fourier series is f̃(x) =
∑∞

n=−∞ c̃ne
inx, where c̃0 = 0

and c̃n = −i sgn n cn. It follows from the above relations that it has
the quasiasymptotic behavior at x0,

(5.3) f̃ (x0 + εx) =
1

π
[f ]x=x0 log ε+ o

(
log

(
1

ε

))
as ε→ 0+ in D′.

Moreover, since V (z), =m z > 0, given by

(5.4) V (z) =
−1∑

n=−∞

c̃ne
iz̄n +

∞∑
n=1

c̃ne
izn ,

is a harmonic conjugate to a harmonic representation of f , one deduces
from Theorem 3.2 that for 0 < η ≤ π

2

(5.5)

lim
z→x0, z∈∆+

η (x0)

1

log |z − x0|

(
−1∑

n=−∞

c̃ne
iz̄n +

∞∑
n=1

c̃ne
izn

)
=

1

π
[f ]x=x0 .

Hence we obtain the jump as the logarithmic angular average of the
harmonic representation of the conjugate series. In particular, if we
take η = π/2,

(5.6) lim
y→0+

1

log y

∞∑
n=1

(
c̃ne

ix0n + c̃−ne
−ix0n

)
e−yn =

1

π
[f ]x=x0 .

If we now use the sines and cosines series for f , i.e.,

(5.7) f(x) =
a0

2
+

∞∑
n=0

(an cosnx+ bn sinnx) ,

where an = cn + c−n, bn = i(cn− c−n), then c̃n = 1
2

(
−b|n| − i sgnn a|n|

)
and

(5.8) f̃(x) =
∞∑

n=1

(an sinnx− bn cosnx) .

Therefore (5.6) is equivalent to

(5.9) lim
r→1−1

1

log(1− r)

∞∑
n=1

(an sinnx0 − bn cosnx0) r
n =

1

π
[f ]x=x0 ,

which exhibits the jump now as the Abel-Poisson logarithmic means of
the conjugate Fourier series. In fact, also using the sines and cosines
series expression for the conjugate series and (5.1)-(5.2), one obtains
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the jump as the logarithmic average of the symmetric partial sums of
the conjugate series in the Cesàro-Riesz means
(5.10)

lim
x→∞

1

log x

∑
0<n≤x

(an sinnx0 − bn cosnx0)
(

1− x

n

)k

= − 1

π
[f ]x=x0 .

In the next section, we will obtain (5.9) and (5.10) under weaker
assumptions, namely, under a symmetric jump behavior.

6. Symmetric jumps

We conclude this article by analyzing the case when the distribution
f has a distributional symmetric jump behavior (or symmetric jump
behavior) at x = x0.

The symmetric jump behavior means that the jump distribution

(6.1) ψx0(x) = f(x0 + x)− f(x0 − x) ,

has jump behavior at x = 0. Since ψx0 is odd one easily concludes that
this jump behavior must be of the form

(6.2) ψx0(εx) = d sgnx+ o(1) as ε→ 0+ in D′ ,

where here sgn x is the signum function, i.e., H(x)−H(−x). One says
that d = [f ]x=x0 is the symmetric jump of f at x = x0. Note that
jump behavior implies symmetric jump behavior, but the converse is
not true as shown by δ(x), which has a symmetric jump 0 at x = 0
but does not have jump behavior at the origin. Also note that the two
notions for ordinary functions mentioned at the introduction, symmet-
ric Lebesgue jump and first order symmetric jump, are special cases of
our distributional symmetric jump behavior.

We use our results from Section 2 and Section 3, applied to the
jump distribution, to deduce some logarithmic averages in the case of
symmetric jump behavior.

Theorem 6.1. Suppose that f ∈ S ′ has a symmetric jump at x = x0.
Then for any decomposition f̂ = f̂− + f̂+, where supp f̂− ⊆ (−∞, 0]

and supp f̂+ ⊆ [0,∞), we have that

(6.3) eiλx0xf̂+(λx)−e−iλx0xf̂−(−λx) = 2 [f ]x=x0

log λ

iλ
δ(x)+o

(
log λ

λ

)
as λ→∞ in S ′. Consequently, there exists k such that

(6.4)
((
eix0tf̂+(t)− e−ix0tf̂−(−t)

)
∗ tk+

)
(x) ∼ 2

i
[f ]x=x0

xk log x

as x→∞, in the ordinary sense.
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Proof. We can apply Theorem 2.10 directly, since ψ̂x0(x) = eix0xf̂(x)−
e−ix0xf̂(−x), and a decomposition f̂ = f̂− + f̂+ leads to the decompo-
sition

ψ̂x0(x) =
(
eix0xf̂+(x)− e−ix0xf̂−(−x)

)
+
(
eixoxf̂−(x)− e−ix0xf̂+(−x)

)
.

�

We now obtain the announced Cesàro-Riesz logarithmic version of
F. Lukács Theorem.

Corollary 6.2. Let f ∈ S ′ be a 2π-periodic distribution having the
following Fourier series

(6.5)
a0

2
+

∞∑
n=1

(an cosnx+ bn sinnx) .

If f has a symmetric jump behavior at x = x0, then there is a k ∈ N
such that

(6.6) lim
x→∞

1

log x

∞∑
n=1

(an sinnx0 − bn cosnx0)
(

1− n

x

)k

= − 1

π
[f ]x=x0

.

Proof. Notice that the jump distribution has Fourier series,

ψx0(x) = −2
∞∑

n=1

(an sinnx0 − bn cosnx0) sinnx ,

then

ψ̂x0(x) = 2πi
∞∑

n=1

(an sinnx0 − bn cosnx0) (δ (x− n)− δ (x+ n)) .

Therefore one has that
∞∑

n=1

(an sinnx0 − bn cosnx0) δ(λx−n) = − 1

π
[f ]x=x0

log λ
δ(x)

λ
+o

(
log λ

λ

)
as λ→∞ in S ′, from where we deduce (6.6). �

We now give the radial version of Theorem 3.2 in the case of sym-
metric jump behavior.

Theorem 6.3. Let f ∈ D′ have a symmetric jump behavior at x = x0.
Then if V is any harmonic conjugate to a harmonic representation of
f on =m z > 0, one has that

(6.7) lim
y→0+

V (x0, y)

log y
=

1

π
[f ]x=x0

.
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Proof. As is the proof of Theorem 3.1 and Theorem 3.2 we may assume
that f is tempered distribution and

V (z) = − i

2π

(〈
f̂+(t), eizt

〉
−
〈
f̂−(t), eiz̄t

〉)
,

where f̂ = f̂− + f̂+ is any decomposition with supp f̂− ⊆ (−∞, 0] and

supp f̂+ ⊆ [0,∞). Hence by Theorem 6.1, we obtain that

V (x0, y) = − i

2π

〈
f̂+(t)eix0t − f̂−(−t)e−ix0t, e−yt

〉
= − i

2π

〈
2

i
[f ]x=x0

log

(
1

y

)
δ(t), e−yt

〉
+ o

(
log

1

y

)
=

1

π
[f ]x=x0

log y + o

(
log

1

y

)
as y → 0+ ,

as required. �

In the case when f is the boundary value of an analytic function,
one can get a much better result. As was obtained in [7, Thm.5], one
has the angular asymptotic logarithmic behavior. We give a new proof
of this fact.

Theorem 6.4. Let F be analytic in the upper semiplane, with distribu-
tional boundary values f(x) = F (x+i0). Suppose f has a distributional
symmetric jump behavior at x = x0. Then, for any 0 < η ≤ π/2

(6.8) F (z) ∼ i

π
[f ]x=x0 log(z − x0) as z ∈ ∆+

η (x0) → x0 .

Proof. Let ψx0 be the jump distribution at x = x0. Then ψx0 has a
jump behavior at x = 0 and [ψx0 ]x=0 = 2[f ]x=x0 . Observe that U(z) =
F (x0 + z)− F (x0 − z̄) is a harmonic representation of ψx0 and V (z) =
−i (F (x0 + z) + F (x0 − z̄)) is a harmonic conjugate. Hence, we can
apply (3.5) and Theorem 3.2 to U and V and obtain that F (x0 − z̄) =
F (x0+z)+O(1) and F (x0+z)+F (x0−z̄) = 2i

π
[f ]x=x0 log |z|+o (|log |z||)

as z ∈ ∆+
η (0) → 0; and therefore (6.8) follows. �

We end this article with an immediate corollary of Theorem 6.3,
this is the result from [7] which generalizes F. Móricz result, namely,
we express the symmetric jump as a logarithmic average of the Abel-
Poisson means of the conjugate series.

Corollary 6.5. Let f ∈ S ′ be a 2π-periodic distribution with Fourier
series

(6.9)
a0

2
+

∞∑
n=1

(an cosnx+ bn sinnx) .
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If f has a symmetric jump behavior at x = x0, then its conjugate series
has the following logarithmic Abel-Poisson average value

(6.10) lim
r→1−

1

log(1− r)

∞∑
n=1

(an sinnx0 − bn cosnx0) r
n =

1

π
[f ]x=x0

.
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